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Preface

This book is based on a lecture course taught over a number of years in the
Department of Quantum Statistics and Field Theory of the Moscow State
University, Faculty of Physics, to students in the third and fourth years,
specializing in theoretical physics.

Traditionally, the theory of gauge fields is covered in courses on quantum
field theory. However, many concepts and results of gauge theories are
already in evidence at the level of classical field theory, which makes it
possible and useful to study them in parallel with a study of quantum
mechanics. Accordingly, the reading of the first ten chapters of this
book does not require a knowledge of quantum mechanics, Chapters 11–13
employ the concepts and methods conventionally presented at the start of
a course on quantum mechanics, and a thorough knowledge of quantum
mechanics, including the Dirac equation, is only required in order to read
the subsequent chapters. A detailed acquaintance with quantum field
theory is not mandatory in order to read this text. At the same time,
at the very start, it is assumed that the reader has a knowledge of classical
mechanics, special relativity and classical electrodynamics.

Part I of the book contains a study of the basic ideas of the theory
of gauge fields, the construction of gauge-invariant Lagrangians and an
analysis of spectra of linear perturbations, including perturbations about
a non-trivial ground state. Part II is devoted to the construction
and interpretation of solutions, whose existence is entirely due to
the nonlinearity of the field equations, namely, solitons, bounces and
instantons. In Part III, we consider certain interesting effects, arising in
the interactions of fermions with topological scalar and gauge fields.

The book has an Appendix, which briefly discusses the role of instantons
as saddle points of the Euclidean functional integral in quantum field theory
and several related topics. The purpose of the Appendix is to give an
initial idea about this rather complex aspect of quantum field theory; the
presentation there is schematic and makes no claims to completeness (for
example, we do not touch at all upon the important questions relating to
supersymmetric gauge theories). To read the Appendix, one needs to be
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acquainted with the quantum theory of gauge fields.
Of course, the majority of questions touched upon in this book are

considered in one way or another in other existing books and reviews on
quantum field theory, a far from complete list of which is given at the end
of the book. In a sense, this book may serve as an introduction to the
subject.

The book contains two mathematical digressions, where elements of the
theory of Lie groups and algebras and of homotopy theory are studied,
without any claim to completeness or mathematical rigor. This should
make it possible to read the book without constantly resorting to the
specialized literature in these areas.

We should like to thank our colleagues F.L. Bezrukov, D.Yu. Grigoriev,
M.V. Libanov, D.V. Semikoz, D.T. Son, P.G. Tinyakov and S.V. Troitsky
for their great help in the preparation and teaching of the lecture course,
attentive reading of the manuscript and preparation for its publication.
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Chapter 1

Gauge Principle in
Electrodynamics

1.1 Electromagnetic-field action in vacuum

The electromagnetic field in a vacuum is described by two spatial vectors
E(x) and H(x), the electric and the magnetic fields. They form the
antisymmetric field strength tensor Fµν :

Fi0 = −F0i = Ei

Fij = εijkHk

(where Hi = 1
2εijkFjk).

Here and throughout the book, Greek indices refer to space–time
and take values µ, ν, λ, ρ, . . . = 0, 1, 2, 3 (in d-dimensional space–time
µ, ν, λ, ρ, . . . = 0, 1, 2, . . . , (d − 1)). Latin indices refer to space and take
values i, j, k, . . . = 1, 2, 3 (i, j, k, . . . = 1, 2, . . . , (d − 1) in d-dimensional
space–time). Repeated Greek indices are assumed to denote summation
with the Minkowski metric tensor, ηνµ = diag (+1,−1,−1,−1), where,
we shall not usually distinguish between superscripts and subscripts (for
example, FµνFµν will denote FµνFλρη

µληνρ). Repeated Latin indices will
be assumed to denote summation with the Euclidean spatial metric (thus,
FµνFµν denotes

−F0iF0i − Fi0Fi0 + FijFij = −2(E2 − H2),

and the scalar product of two vectors kµ and xµ is kµxµ = k0x0 − kx).

3
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The electromagnetic-field action in vacuum has the form

S = −1
4

∫
d4xFµνFµν . (1.1)

The dynamical variables here are vector potentials Aµ, such that

Fµν = ∂µAν − ∂νAµ. (1.2)

Here and throughout the book, ∂µ ≡ ∂/∂xµ.
The variational principle for the action (1.1) leads to the Maxwell

equations in vacuum:
∂µFµν = 0. (1.3)

Problem 1. Show that the Maxwell equations (1.3) are indeed extremality
conditions for the action with respect to variations of the field Aµ(x) with
fixed values of Aµ at the boundary of the space–time volume in which the
system is located.

Problem 2. Show that equations (1.3) are equivalent to the pair of
equations

div E = 0

−curlH +
∂E
∂t

= 0,

and that definition (1.2) is equivalent to the equations

div H = 0 (1.4)

curlE +
∂H
∂t

= 0.

Show that the pair of equations (1.4) can be written in the Lorentz covariant
form

εµνλρ∂νFλρ = 0.

The last equation (consequence of definition (1.2)) is called the Bianchi
identity for the electromagnetic-field strength tensor.

The energy of an electromagnetic field is expressed in terms of the
electric and magnetic fields,

E =
1
2

∫
(E2 + H2)d3x. (1.5)

Other dynamical quantities (for example, the field momentum) are also
expressed in terms of E and H, i.e. in terms of the field tensor Fµν .
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1.2 Gauge invariance

The strength tensor Fµν , and the associated action, the energy and the
field equations are invariant under the transformations

Aµ(x) → A′µ(x) = Aµ(x) + ∂µα(x), (1.6)

where α(x) is an arbitrary function of the space–time coordinates. For
example, for the strength tensor we have

Fµν → F ′µν = ∂µ(Aν + ∂να) − ∂ν(Aµ + ∂µα)
= ∂µAν − ∂νAµ = Fµν .

Field transformations, whose parameters depend in an arbitrary manner
on the space–time points are called gauge transformations (as opposed to
global transformations, whose parameters are constant, i.e. do not depend
on xµ; we shall discuss global transformations a little later). Thus, the
transformation (1.6) is the simplest gauge transformation.

The main postulate of the theory of gauge fields is the requirement
that all physical (observable) quantities, and also actions and equations of
motion, should be gauge invariant, i.e. invariant under the corresponding
gauge transformations. This principle is satisfied in electrodynamics; thus,
electrodynamics is the simplest example of a gauge theory.

In electrodynamics, one can construct the gauge-invariant quantity∮
Aµdx

µ, (1.7)

where the integration is performed along some closed contour C in space–
time. In simply connected space–time (without holes), this quantity
reduces to E and H; for example, for a purely spatial contour C, we can
write ∮

C

Aidx
i = −

∫
Σ

HdΣ,

where Σ is a surface in space, encircled by the contour C. If the space–
time is not simply connected, the gauge-invariant quantity (1.7) cannot
be expressed in terms of E and H. For example, in (2 + 1)-dimensional
space–time, where the space has a hole (or in (3 + 1)-dimensional space–
time, whose space contains an infinitely long incised cylinder), it may be
the case that E = H = 0 everywhere, but∮

C

Adx �= 0,
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where the contour C winds around the hole. This quantity, or more
precisely, the phase factor

exp
[
ie

∮
C

Adx
]

(1.8)

(e is the electron charge) turns out to be observable in quantum theory
(Aharonov–Bohm effect). Physically, such a situation is realized as follows:
one can take a long thin solenoid in which a magnetic field is concentrated
and surround it by an impenetrable (for all particles and fields) wall. The
electric and magnetic fields outside the wall are equal to zero; however, the
scattering of electrons off this wall depends upon the value of the phase
factor (1.8).

1.3 General solution of Maxwell’s equations
in vacuum

We shall find the solution of Maxwell’s equations (1.3). It is convenient to
perform the Fourier transformation

Aµ =
∫

k0≥0

[
eikxaµ(k) + c.c.

]
d4k.

Here and throughout the book, ‘c.c.’ denotes the complex conjugate
quantity (thus, in this formula, ‘c.c’= e−ikxa∗µ(k)). The aµ(k) are complex
functions of the four-vector k. We note that

kx = kµxµ = k0x0 − kx,

where k is a three-dimensional wave vector and k0 is the plane wave
frequency.

Equations (1.3) are equivalent to the following equations for Fourier
transforms:

kµkµaν − kµkνaµ = 0,

or
k2aν − kν(ka) = 0, (1.9)

where k2 = kµkµ; ka = kµaµ.
Let us first consider the case k2 �= 0. Then it follows from (1.9) that the

vector aν(k) is directed along kν ,

aν(k) = kνc(k). (1.10)
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Substituting (1.10) in (1.9), we see that there are no constraints on c(k);
equations (1.9) are turned into an identity. Thus, for k2 �= 0, the general
solution is of the form (1.10).

Let us now consider the case k2 = 0, i.e. k0 = |k|. Equations (1.9) then
reduce to the four-dimensional orthogonality condition:

kµaµ = 0.

There are three linearly independent vectors orthogonal (in the four-
dimensional sense) to kµ. One of these is kµ itself, the other two, e(α)

µ ,
α = 1, 2, can be chosen to be purely spatial vectors which are orthogonal
in the three-dimensional sense to the vector k and to each other:

e
(α)
0 = 0

e
(α)
i ki = 0 (1.11)

e
(α)
i e

(β)
i = δαβ

(the last condition also fixes the normalization of e(α)). Thus, for k2 = 0,
the general solution has the form

aµ(k) = kµc(k) + e(α)
µ (k)bα(k),

where c(k) and bα(k) are arbitrary complex functions of the three-vector k
(since k0 = |k|).

Combining the cases k2 �= 0 and k2 = 0, we obtain that the general
solution of the Maxwell equations has the form

Aµ(x) = A⊥µ (x) +A‖µ(x), (1.12)

where

A⊥µ =
∫
d3k

[
eikxe(α)

µ (k)bα(k) + c.c.
]

k0=|k|
(1.13)

A‖µ =
∫
d4k

[
eikxkµc(k) + c.c.

]
.

The field A‖µ(x) is a pure gauge,

A‖µ(x) = ∂µα(x),

where

α(x) =
∫
d4k

[
1
i
eikxc(k) + c.c.

]
.

As one might expect, the general solution contains an arbitrary scalar
function (if Aµ(x) is a solution of Maxwell’s equations, then A′µ(x) =
Aµ(x) + ∂µα(x) is also a solution). The non-trivial part of the solution,
A⊥µ (x) is the collection of plane waves, moving with the speed of light (with
frequency k0 equal to the modulus of the wave vector k).
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Problem 3. Assuming that the vectors e(1)µ and e(2)µ (see (1.11)) are real
(linear polarization), show that in a plane wave of the form

Aµ(x) = eikxe(1)µ b1

the magnetic field is orthogonal (in the three-dimensional sense) to the
electric field at every point x, and the electric and the magnetic fields are
orthogonal to the wave vector k.

We note that (1.13) is not the only possible way of writing the general
solution of the Maxwell equations. In some problems, instead of the plane-
wave decomposition, it is convenient to use a decomposition in terms of
other sets of functions, for example, in terms of spherical harmonics. We
shall not dwell on these decompositions, since the important properties of
solutions as far as we are concerned, the propagation of waves with the
speed of light and the presence of two independent amplitudes bα for each
wave vector k, are most conveniently seen in a plane-wave basis.

1.4 Choice of gauge

The gauge invariance of the Maxwell equations means that their general
solution contains an arbitrary scalar function of space–time coordinates
xµ. We showed this explicitly in Section 1.3 for the example of an
electromagnetic field without sources. This property of the non-uniqueness
of a solution is inconvenient in more complex cases when sources exist (and
also presents a difficulty for field quantization). Thus, a supplementary
condition is often imposed on the field Aµ, in order to decrease this
arbitrariness or, so to speak, fix the gauge. The following gauge conditions
are often used.

a) The Coulomb gauge
div A ≡ ∂iAi = 0. (1.14)

This condition, like all the others, is not invariant under gauge
transformations; if Aµ(x) satisfies this condition, then A′µ(x) =
Aµ(x) + ∂µα(x) also satisfies it, if and only if

∂i∂iα ≡ ∆α = 0,

i.e. if and only if α(x) is spatially constant or increases in space. If we
restrict ourselves to fields decreasing at spatial infinity (we implicitly
assumed this in Section 1.3) then the vector potential is uniquely
fixed. It is trivial to check this fact for the solution (1.12): condition
(1.14) gives

k2c(k) = 0,
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i.e. A‖µ(x) = 0. Thus, the solution of the Maxwell equations in the
Coulomb gauge has the form

Aµ(x) = A⊥µ (x),

where A⊥µ is given by expression (1.13).

b) The Lorentz gauge

∂µAµ = 0.

Unlike the Coulomb condition, this condition is invariant under
residual gauge transformations

Aµ → A′µ = Aµ + ∂µα,

where α(x) satisfies the d’Alembert condition

∂µ∂µα ≡ �α = 0.

Thus, the Lorentz gauge fixes the solution modulo a sum of
longitudinal waves ∂µα(x), propagating with the speed of light. In
the language of the solution (1.12), this means that c(k) = 0 for
k2 �= 0, while for k2 = 0 the function c(k) is arbitrary.

c) The gauge A0 = 0. Residual gauge invariance is characterized by
gauge functions α, independent of time, ∂0α = 0. The general
solution of the Maxwell equations has the form

Aµ(x) = A⊥µ (x) +Bµ(x)

(we note that A⊥0 (x) = 0), where B0 = 0 and

Bi(x) = ∂iα(x).

This corresponds to c(k) �= 0, provided k0 = 0.

Problem 4. Find the residual gauge transformations and the general
solution of the Maxwell equations in the axial gauge

nA = 0,

where n is some fixed unit three-vector, which is constant in space–time.
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Chapter 2

Scalar and Vector Fields

2.1 System of units � = c = 1

Throughout the book, we shall use the system of units � = c = 1. The
only non-trivial dimension then is the dimension of mass. Length and time
have dimension 1/M . Indeed

[c] =
L

T
, [�] = M

L2

T
(2.1)

(the last equation is evident, for example, from the relation E = �ω). From
(2.1) and � = c = 1 it follows that

L = T =
1
M
.

Physically, 1/M is the Compton wavelength of a particle of mass M .

Problem 1. Find, in conventional units, the length and time
corresponding to 1/gram.

Problem 2. a) Find the dimension of E and H in the system of units
� = c = 1. Show that the electromagnetic field action is dimensionless.
b) The same thing in space–time of dimension d.

Problem 3. a) Find the dimension of the electric charge in the system
of units � = c = 1.
b) Find the numerical value of the quantity e2/(4π) (fine structure
constant), where e is the electron charge.
c) The same as in a), but in d-dimensional space–time.

11
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Problem 4. The electron-Volt (eV) is the energy obtained by an electron
in passing through a potential difference of 1 V. Find the relationship
between 1 gram and 1 eV in the system � = c = 1. Find, in conventional
units, the length and time corresponding to 1/GeV, where 1 GeV = 109 eV.
Find 1 Gauss and 1 V/cm (units of the magnetic and electric fields) in the
system � = c = 1 and unit of mass 1 GeV.

2.2 Scalar field action

The electric field is the best known, but not the simplest, example of a
field. The simplest case arises if, instead of four functions of space–time
coordinates Aµ(x) (forming a four-vector under Lorentz transformations)
one considers a single real function ϕ(x) (Lorentz scalar). Another example
arises when the scalar field is complex, in other words, when the field has
two real components Reϕ(x) and Imϕ(x).

In quantum theory, there is a correspondence between fields and
particles. Thus, the electromagnetic field describes the photon; π0-mesons,
η-mesons and certain other particles are described by real scalar fields; π±-
mesons correspond to a single complex scalar field. Vector bosons W± and
Z are described by (massive) vector fields, distinct from the electromagnetic
field. One important class of fields which will not be considered until
Part III, since it does not have a classical c-number analogue, describes
fermions, particles with a half-integer spin (electrons, neutrinos, etc.).

Let us consider a real scalar field ϕ(x) and construct the simplest
Lagrangian for it. We require that, as a result of the variation of the
action, we obtain second-order differential equations, and so the derivatives
in the Lagrangian should occur no more than quadratically. We shall also
require the Lagrangian to be a Lorentz scalar. In addition to these two
quite general requirements we temporarily impose one further requirement,
namely linearity of the field equations. This implies that the action is
quadratic with respect to the field. These requirements lead to the action

S =
∫
d4x

[
1
2
(∂µϕ)2 − 1

2
m2ϕ2

]
, (2.2)

where m2 is the only arbitrary parameter, and (∂µϕ)2 = ∂µϕ∂µϕ. The
signs in (2.2) are determined by the requirement of non-negative energy;
the field energy will be considered below.

Problem 5. Generally speaking, there are more than two invariants
satisfying the requirements listed above. The Lagrangian could be chosen in
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the form

L = a(∂µϕ)2 + b∂µ∂µϕ+ cϕ∂µ∂µϕ+
m2

2
ϕ2 + dϕ, (2.3)

where a, . . . , d are arbitrary constants. Assuming m2 �= 0, show that the
theory with the more general Lagrangian (2.3) is equivalent to the theory
(2.2).

Variation of the action (2.2) leads to the Klein–Gordon–Fock equation

∂µ∂µϕ+m2ϕ = 0. (2.4)

Let us derive this equation from the variational principle with the action
(2.2). Let δϕ(x) be the field variation; then

δS =
∫
d4x[∂µϕδ(∂µϕ) −m2ϕδϕ]. (2.5)

Now, the change in the derivative of the field is equal to the derivative of
the change in the field, δ(∂µϕ) = ∂µ(δϕ). In the first term in (2.5), we
integrate by parts

δS =
∫
d4x[−∂µ∂µϕδϕ−m2δϕ] +

∫
dΣµ[∂µϕδϕ],

where the second integral is taken over the boundary of the volume. As
usual, we suppose that δϕ = 0 on the boundary of the four-dimensional
volume, then the second integral vanishes. By requiring δS = 0 for all δϕ,
we obtain equation (2.4).

Let us find the general solution of the Klein–Gordon equation. Moving
to the k-representation,

ϕ(x) =
∫

k0≥0
d4k

[
eikxϕ̃(k) + c.c.

]

we obtain the equation

[k2 −m2]ϕ̃(k) = 0,

so that ϕ̃ is non-zero (and arbitrary) provided

k2 ≡ (k0)2 − (k)2 = m2,

i.e. for a relationship between the frequency k0 and the wave vector k of
the form

k0 =
√

k2 +m2. (2.6)
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This equation represents the dispersion law for free waves. Equation (2.6) is
reminiscent of the relativistic relationship between energy and momentum

E =
√

p2 +m2.

This is no accident: if the field ϕ(x) is understood as the wave function
of some particle (not a conventional non-relativistic particle with wave
function satisfying the Schrödinger equation, but some relativistic particle),
then the following holds for it (� = c = 1)

E = k0, p = k,

where m is the mass of this particle. These considerations are made precise
in quantum field theory.

We shall call the parameter m the mass of the field, and fields with
m �= 0 massive fields. For the photon m = 0; the electromagnetic field is
massless.

Thus the general solution of the Klein–Gordon equation is a sum of plane
waves with dispersion law (2.6)

ϕ(x) =
∫
d3k

[
eikxϕ̃(k) + c.c.

]
k0=
√

k2+m2 ,

where the complex amplitudes ϕ̃(k) are arbitrary.
For the rest, it is useful to mention the analogy between classical

field theory and classical mechanics with many degrees of freedom. The
dynamical coordinates qA(t) of classical mechanics are analogous to the
field ϕ(x, t), except that the index A becomes a continuous index, namely
the coordinates of a point of space (for an electromagnetic field Aµ(x, t),
the ‘index’ A, labeling the dynamical coordinates is the pair (µ,x)).
Summation over the index A (for example, in the Lagrange function
L =

∑
A

1
2 q̇Aq̇A + · · ·) is replaced by integration over d3x. We use this

analogy to construct the energy of the scalar field. In classical mechanics
the energy is equal to

E =
∑
A

∂L

∂q̇A
q̇A − L.

The analogue of the Lagrange function L in scalar field theory is the integral
of the Lagrangian over space,

L =
∫
d3xL =

∫
d3x

[
1
2
(∂µϕ)2 − m2

2
ϕ2

]

=
∫
d3x

[
1
2
ϕ̇2 − 1

2
∂iϕ∂iϕ− m2

2
ϕ2

]
.
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Using (omitting the dependence on time)

δL

δϕ̇(x)
= ϕ̇(x),

we obtain for the energy

E =
∫
d3x

δL

δϕ̇(x)
ϕ̇(x) − L, (2.7)

an expression of the form

E =
∫
d3x

[
1
2
ϕ̇2 +

1
2
∂iϕ∂iϕ+

m2

2
ϕ2

]
. (2.8)

From this expression, the choice of signs in (2.2) is evident: a) a negative
sign in front of (∂µϕ)2 in (2.2) would lead to a negative sign in the first two
terms in (2.8) and the energy of rapidly oscillating fields would be negative
and would decrease unboundedly with increasing oscillation frequency; b) a
positive sign for the term with m2 in (2.2) would lead to a negative sign for
the corresponding (third) term in (2.8), and the energy of a homogeneous
field would be negative and unbounded from below for large fields ϕ.

Problem 6. Find the dimension of the field ϕ. Show that the parameter
m actually has the dimension of mass.

Problem 7. Using an expression of type (2.7), find the energy of an
electromagnetic field with action (1.1) and dynamical coordinates Aµ(x, t).
Show that when the field equations (1.3) are satisfied, the energy thus found
agrees with (1.5).

Problem 8. Assuming that the field ϕ(x, t) decreases rapidly at spatial
infinity, verify that the energy (2.8) is actually conserved, dE/dt = 0, if
the field satisfies the Klein–Gordon equation.

2.3 Massive vector field

A massive vector field should be described by a four-vectorBµ(x). However,
if Bµ is the gradient of a scalar field Bµ(x) = ∂µχ(x), then it does not
make sense to talk about the vector nature of Bµ: the system is described
by the scalar field χ(x). In other words, any vector field Bµ(x) can be
decomposed into a transverse component (in the four-dimensional sense)
B⊥µ and a gradient of a scalar field,

Bµ = B⊥µ + ∂µχ
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∂µB
⊥
µ = 0. (2.9)

The transverse field B⊥µ does not reduce to a scalar field, and it is precisely
the object of interest. If the mass of the field is non-zero, the dispersion
law must be of the form k0 =

√
k2 +m2, which will be achieved if each

component of the field B⊥µ (x) satisfies the Klein–Gordon equation

(∂µ∂µ +m2)B⊥ν = 0. (2.10)

Thus, we wish to describe the field B⊥µ , satisfying equations (2.10) and
(2.9).

The action, leading to equations (2.10) and (2.9), has the form

S =
∫ [

−1
4
BµνBµν +

m2

2
BµBµ

]
d4x, (2.11)

where Bµν = ∂µBν − ∂νBµ is completely analogous to the strength tensor
in electrodynamics. From the action (2.11), we have the field equations

∂µBµν +m2Bν = 0. (2.12)

For m2 �= 0, equation (2.9) is a consequence of equations (2.12):
differentiating (2.12) with respect to xν and using the antisymmetry of
the tensor Bµν , we obtain

∂ν∂µBµν +m2∂νBν = m2∂νBν = 0.

Moreover, using the definition of the tensor Bµν and taking into account
the transversality of Bν , from (2.12) we obtain

∂µ∂µBν − ∂µ∂νBµ +m2Bν = ∂µ∂µBν +m2Bν = 0.

Thus, equations (2.12) are equivalent to the system

∂µ∂µBν +m2Bν = 0 (2.13)
∂νBν = 0,

as required.

Problem 9. Find the general solution of the system (2.13).

Problem 10. Find the energy for the massive vector field with action
(2.11). Explain the choice of signs in (2.11).

The action (2.11) and equations (2.13) are not invariant under gauge
transformations Bµ → Bµ + ∂µα. In other words, the theory of a massive
vector field with action (2.11) is not a gauge theory.
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2.4 Complex scalar field

Another important example of a field is the complex scalar field ϕ(x) =
(Reϕ)(x) + i(Imϕ)(x). We choose the Lagrangian for this field in the
simplest form

L = ∂µϕ
∗∂µϕ−m2ϕ∗ϕ. (2.14)

The variational principle for the action S =
∫ Ld4x is formulated as follows:

we shall formally assume that ϕ∗(x) and ϕ(x) are independent and require
extremality of the action with respect to variations δϕ∗ and δϕ separately.
Varying with respect to δϕ∗, we obtain the equation for ϕ:

∂µ∂µϕ+m2ϕ = 0, (2.15)

while variation with respect to δϕ gives the equation for ϕ∗:

∂µ∂µϕ
∗ +m2ϕ∗ = 0. (2.16)

Instead of the complex scalar field, we can introduce a pair of real scalar
fields ϕ1 and ϕ2, such that

ϕ =
1√
2
(ϕ1 + iϕ2).

Then, the Lagrangian (2.14) is rewritten in the form

L =
1
2
∂µϕi∂µϕi − m2

2
ϕiϕi, (2.17)

where i = 1, 2 and summation over i is assumed. Thus, the complex scalar
field is equivalent to two real fields of equal mass.

Problem 11. Considering the fields ϕi as independent, find equations
for these fields, corresponding to the Lagrangian (2.17), and show that they
are equivalent to equations (2.15) and (2.16).

The new element in the theory (2.14) is the presence of a current which
is conserved

jµ = −i(ϕ∗∂µϕ− ϕ∂µϕ
∗) (2.18)

∂µjµ = 0. (2.19)

Problem 12. Show that the current jµ is actually conserved if the field
equations (2.15) and (2.16) are satisfied.

As we shall see later, conservation of this current, i.e. equation (2.19),
is associated with invariance of the Lagrangian (2.14) under (global)
transformations

ϕ(x) → ϕ′(x) = eiαϕ(x)
ϕ∗(x) → ϕ′∗(x) = e−iαϕ∗(x),
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where α does not depend on the space–time point (such transformations
are therefore said to be global).

The conservation of the current (continuity equation (2.19)) presupposes
that there exists a charge which is conserved, if the field decreases rapidly
at spatial infinity. Indeed, we define

Q =
∫
j0d

3x,

where the integration is performed over all space at a fixed time
x0 (thus, Q might depend on this x0). We have

∂0Q =
∫
d3x∂0j0 = −

∫
d3x∂iji.

The last integral reduces to an integral over an infinitely distant surface
∫
d3x∂iji =

∫
dΣiji.

It is equal to zero if the field ϕ decreases sufficiently rapidly, whence

∂0Q = 0,

i.e. the charge is actually conserved.

2.5 Degrees of freedom

Summarizing our discussion of free fields (i.e. fields satisfying linear
equations), we note that in all the different cases, the dispersion law has
the form

k0 =
√

k2 +m2

where m is the mass of the field (which may be equal to zero). For
k0 > 0 general solutions are characterized by one or more arbitrary complex
functions of the three-dimensional wave vector k (in electrodynamics, there
is another arbitrary function c(k) of the four-vector k, however, that
function can be eliminated by gauge transformations). The number of these
arbitrary complex functions is called the number of degrees of freedom of
the field. Thus, a real scalar field has one degree of freedom; a complex
scalar field has two degrees of freedom, and a real massive vector field has
three degrees of freedom. In the case of an electromagnetic field, there are
two physical degrees of freedom, since a general solution is characterized
by two arbitrary functions bα(k) which cannot be eliminated by gauge
transformations.
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We note that, depending on the choice of gauge, in electrodynamics,
there may or may not exist unphysical degrees of freedom (i.e. arbitrary
functions) upon which (gauge-invariant) physical quantities do not depend.
In the Lorentz gauge there is one unphysical degree of freedom, since, in
addition to a function bα(k), for k2 = 0, the general solution in this gauge
contains an arbitrary function c(k) (see Section 1.4, point b)). In the
Coulomb gauge there are no unphysical degrees of freedom.

Problem 13. Find the number of physical degrees of freedom in
electrodynamics in d-dimensional space–time. Consider the cases d = 2,
d = 3 and d ≥ 4 separately.

2.6 Interaction of fields with external sources

In classical electrodynamics, the interaction of an electromagnetic field with
charges and currents is constructed using the current four-vector jµ =
(−ρ, j), where ρ(x) and j(x) are the charge density and the current density.
Taking this interaction into account, the action can be written in the form

S =
∫
d4x

(
−1

4
FµνFµν − ejµAµ

)
. (2.20)

Variation of this action with respect to Aµ leads to the Maxwell equations
with a source:

∂µFµν − ejν = 0. (2.21)

Here, e is the unit of electric charge. Equation (2.21) implies that current
is conserved

∂µjµ = 0 (2.22)

(this equation follows from (2.21) after differentiation with respect to xν).
Current conservation in turn leads to gauge invariance of the action (2.20),
if the gauge function decreases rapidly at infinity. Indeed, the action for
the field

A′µ = Aµ + ∂µα

is equal to

S[A′] = S[A] −
∫
d4xejµ∂µα.

The last integral reduces, when (2.22) is taken into account, to an integral
over an infinitely distant surface in four-dimensional space–time,∫

d4xejµ∂µα =
∫
dΣµeα(x)jµ.
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It is equal to zero for decreasing α(x), so that the action is invariant,
S[A′] = S[A].

Problem 14. Suppose that the current jµ corresponds to two static point
charges, j0(x) = −q1δ(x−x1)− q2δ(x−x2). Find the solution of equation
(2.21) (Coulomb law).

Problem 15. Suppose that the current jµ does not depend on time. Find
the energy functional corresponding to the action (2.20). Express it in
terms of electric and magnetic fields E and H.

Problem 16. Using the results obtained in the previous two problems,
find the interaction energy of the two point charges. Show that electric
charges of like sign are mutually repulsive, while parallel electric currents
are mutually attractive.

Problem 17. Solve the previous three problems in d-dimensional space–
time. Consider the cases d = 2, d = 3 and d > 4 separately.

By analogy with electrodynamics, one can consider the interaction of an
external source with a massive scalar field. The corresponding contribution
to the action will be a Lorentz scalar, if the source is a scalar with respect
to Lorentz transformations, ρ(x). The overall action is equal to

S =
∫
d4x

[
1
2
(∂µϕ)2 − m2

2
ϕ2

]
+

∫
d4xρϕ. (2.23)

Analogously to formulae (2.20) and (2.23), the interaction of the current
jµ with a massive vector field Bµ is introduced.

Problem 18. Find the field equations for the action (2.23). Solve them
for a static point source ρ(x) = −qδ(x).

Problem 19. Find the energy functional for the theory with the action
(2.23). Calculate the interaction energy of two static point charges q1 and
q2, separated by distance r. Do scalar charges of like sign attract or repel
each other? Find an expression for the force.

Problem 20. Find solutions of the previous two problems in d-
dimensional space–time.
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2.7 Interacting fields. Gauge-invariant
interaction in scalar electrodynamics

Until now, we have considered Lagrangians which have been quadratic in
the fields. They lead to linear equations for the fields. Such fields are said
to be free or linear. By field interactions, we mean terms in the Lagrangian
of order higher than quadratic in the fields and, correspondingly, nonlinear
terms in the field equations.

The theory of interacting fields will be invariant under translations
(shifts) in space and in time and under Lorentz transformations, if the
Lagrangian of the interaction is a Lorentz scalar, which does not depend
explicitly on space–time coordinates. The simplest example arises in the
theory of a real scalar field, if for the Lagrangian of the interaction, one
chooses some function of the field, VI(ϕ), such that the action (2.2) is
modified as follows:

S =
∫
d4x

[
1
2
(∂µϕ)2 − V (ϕ)

]
, (2.24)

where

V (ϕ) =
m2

2
ϕ2 + VI(ϕ).

VI should contain terms of type ϕ3, ϕ4, etc.
In quantum field theory, compelling considerations (renormalizability)

favor that VI(ϕ) should be a polynomial in ϕ of degree at most four in four-
dimensional space–time and at most six in three-dimensional space–time
(in two dimensional space–time there are essentially no restrictions on the
form of VI(ϕ)). Although these restrictions do not arise in classical field
theory, we shall often assume that they are satisfied.

Problem 21. Find the energy functional for the action (2.24). Assuming
that VI(ϕ) is a polynomial of finite degree in the fields, find the restrictions
on the coefficients of this polynomial, arising from the requirement that the
energy should be bounded from below. If the energy is bounded from below,
does this require the parameter m2 to be non-negative?

To explain the terminology, let us consider a very simple example:

V (ϕ) =
m2

2
ϕ2 +

α

3
ϕ3 +

λ

4
ϕ4.

The parameter m is called the mass of the scalar field (when m2 > 0; we
shall consider the case m2 < 0 later), α and λ are interaction constants.
The function V (ϕ) is called the potential of the scalar field.
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The field equations, following from the action (2.24), are of the form

∂µ∂µϕ+
∂V

∂ϕ
= 0. (2.25)

If the amplitude of the field ϕ is small (at each point of space–time),
nonlinear terms in (2.25) can be neglected and we return to the Klein–
Gordon equation. Thus, small perturbations of the field are described by
linear equations with mass m (here, we assume that m2 ≥ 0, and that the
potential VI(ϕ) is chosen in such a way that ϕ = 0 is a configuration of
minimal energy).

Next we consider the case of the interaction of an electromagnetic field
with other fields. This case is of particular interest for everything that
follows. The electromagnetic field equation should have the form

∂µFµν = ejν , (2.26)

where the current jν is built up from the fields and is conserved,

∂µjµ = 0.

For a complex scalar field there is a candidate for the current jµ, namely
expression (2.18):

j(0)µ = −i(ϕ∗∂µϕ− ∂µϕ
∗ϕ).

Thus, one might hypothesize that (2.26) with jµ = j
(0)
µ is one of the

equations of the theory of interacting complex scalar and electromagnetic
fields. We shall see, however, that this approach does not bring success.

Indeed, equation (2.26) is obtained by varying the action

S =
∫
d4x

[
∂µϕ

∗∂µϕ−m2ϕ∗ϕ− 1
4
FµνFµν − ej(0)µ Aµ

]
(2.27)

with respect to Aµ. The presence of the last term (of the interaction) leads
to a modification not only of the electromagnetic field equation but also of
the scalar field equation (since j(0)µ depends on ϕ and ϕ∗). By varying the
action (2.27) with respect to ϕ∗, we obtain the equation

−∂µ∂µϕ−m2ϕ+ 2ie∂µϕAµ + ieϕ∂µAµ = 0. (2.28)

The conjugate equation is obtained from variation with respect to ϕ:

−∂µ∂µϕ
∗ −m2ϕ∗ − 2ie∂µϕ

∗Aµ − ieϕ∗∂µAµ = 0. (2.29)

We see that the current j
(0)
µ is not conserved if (2.28) and (2.29) are

satisfied. For four-divergence of the current j(0)µ we have

∂µj
(0)
µ = −i(ϕ∗∂µ∂µϕ− ϕ∂µ∂µϕ

∗).
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Multiplying (2.28) by (−iϕ∗) and (2.29) by (iϕ) and subtracting the
equations obtained, we obtain

∂µj
(0)
µ = 2e∂µ(ϕ∗ϕAµ).

The right-hand side of this equation is equal to zero for arbitrary fields
only if e = 0, i.e. if there is no interaction (we note that the field ϕ and its
first derivative ∂µϕ are arbitrary, i.e. they cannot be reduced to anything
simpler using the equations of motion (2.28) and (2.29)). Thus, the current
j
(0)
µ is not conserved, which contradicts equation (2.26).

In principle, it would be possible to impose the condition ∂µ(ϕ∗ϕAµ) = 0
and thereby guarantee conservation of current (this would be analogous to
imposing the condition ∂µAµ = 0 in the theory of a massive vector field).
However, this condition is highly nonlinear in the fields, and it would be
impossible to recover free electrodynamics and the free massive scalar field
in the weak field limit.

A way out of this situation might be sought by a trial and error approach:
one might try to add terms of higher order in the fields to the current
j
(0)
µ . In electrodynamics with a scalar field this procedure is quite simple

to realize, by adding a term of type Aµϕ
∗ϕ to the current j(0)µ (i.e. by

assuming in equation (2.26) that jµ = j
(0)
µ + constant · Aµϕϕ

∗). We shall
follow a completely different approach, which makes direct use of the gauge-
invariance property. This procedure is notable for the fact that it plays a
key role in the construction of the theory of non-Abelian gauge fields.

Let us require the invariance of the Lagrangian under gauge trans-
formations of the field Aµ and simultaneously of the field ϕ.

ϕ(x) → ϕ′(x) = eiα(x)ϕ(x)
ϕ∗(x) → ϕ′∗(x) = e−iα(x)ϕ∗(x) (2.30)

Aµ(x) → A′µ(x) = Aµ(x) +
1
e
∂µα(x)

(the constant e is introduced here for convenience in what follows). The
free electromagnetic field action is invariant under these transformations.
The free complex scalar field action is not invariant (we have invariance
only if α does not depend on the point of space–time). Indeed, consider
the derivative of the field ϕ′(x),

∂µϕ
′(x) = eiα(x)[∂µϕ(x) + i∂µα(x)ϕ(x)]. (2.31)

If the second term did not exist, we would have invariance of the expression
∂µϕ

∗∂µϕ and the free Lagrangian would be invariant. The idea is that,
instead of the usual derivative ∂µϕ, one might use in the Lagrangian
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another object Dµϕ which would reduce to ∂µϕ in the weak field limit,
but would transform uniformly under the transformations (2.30):

(Dµϕ)′ = eiα(x)Dµϕ. (2.32)

From (2.31), it is clear that the term with ∂µα can be compensated by
adding a term of the type ϕA to ∂µϕ. Thus, we arrive at the expression

Dµϕ = ∂µϕ− ieAµϕ = (∂µ − ieAµ)ϕ. (2.33)

This quantity is called the covariant derivative of the field ϕ. Let us verify
equation (2.32). We have

(Dµϕ)′ = ∂µϕ
′ − ieA′µϕ

′

= eiα∂µϕ+ eiαϕi∂µα− ieAµeiαϕ− ie
1
e
∂µαeiαϕ

= eiαDµϕ.

Thus, equation (2.32) is satisfied and (Dµϕ)∗Dµϕ is gauge invariant.
We select an action invariant under the gauge transformations (2.30) in

the form

S =
∫
d4x

[
−1

4
FµνFµν + (Dµϕ)∗Dµϕ−m2ϕ∗ϕ

]
(2.34)

(one might also add to this the self-interaction of the scalar field VI(ϕ∗ϕ)).
Nonlinear (of degree greater than two in the fields) terms in this action
arise due to the term Aµϕ in Dµϕ and have the structure Aµϕ

∗∂µϕ and
AµAµϕ

∗ϕ.
By varying the action (2.34) with respect to the field Aµ, we obtain

equation (2.26) with current

jµ = −i(ϕ∗∂µϕ− ∂µϕ
∗ϕ) − 2eAµϕ

∗ϕ,

which can be written in an explicitly gauge-invariant form

jµ = −i[ϕ∗Dµϕ− (Dµϕ)∗ϕ]. (2.35)

We note that, if the field ϕ∗ is assumed to be independent, then its covariant
derivative will have the form Dµϕ

∗ = (∂µ + ieAµ)ϕ∗ (the sign in front of
ieAµ is dictated by the requirement (Dµϕ

∗)′ = e−iαDµϕ
∗ and by the sign of

the transformation (2.30)), which coincides with (Dµϕ)∗. In what follows,
we shall not distinguish between (Dµϕ)∗ and Dµϕ

∗ (since they are the
same).

Let us now find the scalar field equation. Taking variations, as usual,
with respect to ϕ∗, we have

DµDµϕ+m2ϕ = 0, (2.36)
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where, of course, DµDµ is defined completely analogously to (2.33):

DµDµϕ = (∂µ − ieAµ)(∂µ − ieAµ)ϕ.

Let us check that, taking into account equation (2.36), the current (2.35)
is conserved. We have

∂µjµ = −i[∂µϕ
∗Dµϕ+ ϕ∗∂µDµϕ− (Dµϕ)∗∂µϕ− ∂µDµϕ

∗ϕ].

Furthermore

∂µϕ
∗Dµϕ+ ϕ∗∂µDµϕ

= ∂µϕ
∗Dµϕ+ ieAµϕ

∗Dµϕ+ ϕ∗∂µDµϕ− ieϕ∗AµDµϕ

= Dµϕ
∗Dµϕ+ ϕ∗DµDµϕ.

This and an analogous equation give

∂µjµ = −i(ϕ∗DµDµϕ−DµDµϕ
∗ϕ).

The expression on the right-hand side is equal to zero, by virtue of the field
equation (2.36) and its conjugate equation. The current jµ is conserved,
and the system of equations

∂µFµν = jν (2.37)
DµDµϕ+m2ϕ = 0 (2.38)

is consistent.
Thus, the requirement of invariance of the Lagrangian under gauge

transformations (2.30) leads to replacement of the conventional derivatives
∂µϕ by the covariant derivatives Dµϕ in the action. It turns out that the
current jµ, appearing in the field equations (2.37), is automatically gauge
invariant and is conserved, when one takes the field equations (2.38) into
account.

We note that it is instructive to write the transformations (2.30) in the
form

ϕ(x) → ϕ′(x) = g(x)ϕ(x) (2.39)
Aµ(x) → A′µ(x) = Aµ(x) + g(x)∂µg

−1(x), (2.40)

where g(x) = eiα(x), Aµ = −ieAµ. One advantage of this notation is
that g(x) at any point x can be interpreted as an element of the group
U(1), the (multiplicative) group of complex numbers of unit modulus.
The transformation (2.39) looks like a transformation under the action
of a fundamental group representation, whereas g(x)∂µg

−1(x) at any point
x is an element of the Lie algebra of this group. Generalization of the
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transformations (2.39) and (2.40) to cases of other (non-Abelian) Lie groups
leads to non-Abelian gauge fields, which are the main topic of Chapter 4
and subsequent chapters of the book.

In conclusion, we stress that in the theory of interacting fields, the
Lagrangians contain both terms quadratic in the fields and terms of degree
three, four and higher in the fields. The quadratic terms lead to linear
terms in the field equations, while higher-order terms lead to nonlinear
terms. It is usually impossible to find general solutions of nonlinear
field equations (integrable models form an exception); some physically
interesting solutions, whose existence is mainly due to the nonlinearity
of the equations, will be considered in Part II. The situation is markedly
simplified if one considers waves with a small amplitude at any point of
space–time. In that case the nonlinear terms in the field equations are
small in comparison with the linear terms and may be neglected. Solving
linearized equations is not very difficult, as we have seen in previous
sections. In this part, we shall construct full Lagrangians, and discuss
small excitations. Their properties can be found from the structure of the
linear terms in the field equations or, equivalently, from the quadratic part
of the field Lagrangian.

In quantum theory, small field excitations correspond to (elementary)
particles. Thus, the study of classical fields of small amplitude in a specific
model is at the same time the study of the spectrum of the elementary
particles in that model.

2.8 Noether’s theorem

In the previous sections we have met examples of global invariance of the
Lagrangian (translation invariance in space–time, phase transformations
in complex scalar field theory, etc.). We pointed out that every such
symmetry gives rise to a conserved quantity. This assertion is called
Noether’s theorem. In this section, we present a derivation of Noether’s
theorem for the two most important cases as far as we are concerned:
field transformations which do not affect space–time coordinates, and
translations in space–time. The first type of symmetry corresponds to
conservation of the current vector ja

µ (the index a does not relate to
space–time and takes as many values as there are independent global
transformations)

∂µj
a
µ = 0, (2.41)

while translations correspond to conservation of the energy–momentum
tensor Tµν ,

∂µTµν = 0. (2.42)
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If the fields decrease (rapidly) at spatial infinity, (2.41) leads to charge
conservation (by complete analogy with Section 2.4)

Qa =
∫
d3xja

0 (x),

while (2.42) leads to conservation of energy–momentum

Pµ =
∫
d3xT 0µ(x).

We note that Qa are scalars, while Pµ is a vector with respect to Lorentz
transformations.

Before moving directly to Noether’s theorem, let us discuss the field
equations in quite general form. Let ΦI be the full set of fields in the
theory; the index I denotes the whole set of indices, both ‘space–time’
and ‘internal’ indices. (For example, in scalar electrodynamics ΦI is the
collective notation for Aµ, Reϕ, Imϕ). We shall consider Lagrangians
containing only the first derivatives of the fields

L = L(ΦI , ∂µΦI). (2.43)

In what follows, it will be convenient to write

∂µΦI = ΦI
,µ.

In order to write down the field equations, let us consider the variation of
the action

S =
∫

L(ΦI(x), ∂µΦI(x))d4x.

We have

δS =
∫
d4x

[
∂L
∂ΦI

δΦI +
∂L
∂ΦI

,µ

∂µ(δΦI)
]
.

Here and in what follows, repetition of the index I will be taken to
denote summation.

Integrating the second term by parts and assuming, as always, that the
variations of the field are equal to zero on the boundary of the space–time
volume, we obtain

δS =
∫
d4x

[
∂L
∂ΦI

− ∂µ

(
∂L
∂ΦI

,µ

)]
δΦI .

From the requirement δS = 0 we have the field equations

−∂µ

(
∂L
∂ΦI

,µ

)
+

∂L
∂ΦI

= 0. (2.44)
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The number of these equations is the same as the number of independent
fields in the theory (i.e. the same as the number of values taken by the
index I).

Let us now move to Noether’s theorem for global transformations which
do not affect space–time coordinates. We shall restrict ourselves to the
class of phase-type transformations:

ΦI → Φ′I = (δIJ + εatIJ
a )ΦJ , (2.45)

where we consider infinitesimal transformations, εa are infinitesimal
parameters of the transformations (independent of the space–time point),
the index a, over which the summation is performed, takes as many values
as there are independent symmetries, and tIJ

a are numerical constants. The
invariance of the Lagrangian under the transformations (2.45) means that

δL = L(Φ + δΦ,Φ,µ + δΦ,µ) − L(Φ,Φ,µ) = 0, (2.46)

where

δΦI = εatIJ
a ΦJ

δΦI
,µ = εatIJ

a ∂µΦJ .

Equation (2.46) gives

∂L
∂ΦI

εatIJ
a ΦJ +

∂L
∂ΦI

,µ

εatIJ
a ∂µΦJ = 0.

Since the infinitesimal parameters εa are independent, we have

∂L
∂ΦI

tIJ
a ΦJ +

∂L
∂ΦI

,µ

tIJ
a ∂µΦJ = 0. (2.47)

We now use the field equation (2.44) to write

∂µ

(
∂L
ΦI

,µ

)
tIJ
a ΦJ

instead of the first term of (2.47). Thus, two terms in (2.47) are combined
into the total derivative, i.e. we have conservation of current

∂µj
a
µ = 0,

where

ja
µ =

∂L
∂ΦI

,µ

tIJ
a ΦJ . (2.48)
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We note that current is conserved only if the fields satisfy the dynamical
equations (2.44); we also note that the proof of Noether’s theorem at the
same time leads to explicit construction of the current (2.48).

As an example, let us consider a complex scalar field with Lagrangian

L = ∂µϕ
∗∂µϕ− V (ϕ∗ϕ), (2.49)

where V is some function of the square of the modulus of the field.
Let us formally assume that ϕ and ϕ∗ are independent, and denote
(ϕ,ϕ∗) → ΦI , I = 1, 2. The Lagrangian (2.49) is invariant under the
phase transformations

ϕ → ϕ′ = eiαϕ

ϕ∗ → ϕ∗′ = e−iαϕ∗,

or in infinitesimal form

ϕ′ = (1 + iα)ϕ (2.50)
ϕ′∗ = (1 − iα)ϕ∗.

Comparing with (2.48) we have (here we have a single parameter α which
plays the role of εa)

t11 = i, t22 = −i, t12 = t21 = 0.

Hence the conserved current is immediately constructed

jµ =
∂L
∂ϕ,µ

iϕ+
∂L
∂ϕ∗,µ

(−i)ϕ∗.

Explicitly, we have
jµ = i(∂µϕ

∗ϕ− ∂µϕϕ
∗), (2.51)

which coincides with the current discussed in Section 2.4.

Problem 22. Let us consider the theory of a complex scalar field with
Lagrangian (2.49). Let us introduce two real fields ϕ1 and ϕ2, such that

ϕ =
1√
2
(ϕ1 + iϕ2)

ϕ∗ =
1√
2
(ϕ1 − iϕ2).

1) Write the Lagrangian in terms of the fields ϕ1, ϕ2. 2) Write the
transformations (2.50) in terms of the fields ϕ1, ϕ2. Find corresponding
constants of the type tIJ (I, J = 1, 2). 3) Construct the current (2.48) in
terms of the fields ϕ1, ϕ2 and show that it agrees with (2.51).
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Problem 23. Construct the Noether current in scalar electrodynamics
with Lagrangian (2.34), using the transformations (2.30), where α does
not depend on the coordinates.

Next let us consider translations

ΦI(xµ) → Φ′I(xµ) = ΦI(xµ + εµ),

where εµ are four independent parameters of the translations. The
Lagrangian (2.43) does not depend explicitly on the space–time
coordinates, hence

L(Φ′,Φ′,µ) = L(xµ + εµ), (2.52)

where, on the right-hand side, the Lagrangian for the field ΦI(x) is
calculated at the point xµ + εµ. To the lowest order in εµ we have

L(Φ′,Φ′,µ) = L(Φ,Φ,µ) +
∂L
∂ΦI

∂νΦIεν +
∂L
∂ΦI

,µ

∂ν∂µΦIεν

and

L(xµ + εµ) = L(x) + ∂νLεν .

By virtue of the arbitrariness of εν , from (2.52) we have

∂L
∂ΦI

∂νΦI +
∂L
∂ΦI

,µ

∂µ∂νΦI = ∂νL.

Again using the field equations (2.44) in order to reduce the left-hand side
to the total derivative, we obtain

∂µ

(
∂L
∂ΦI

,µ

∂νΦI

)
= ∂νL,

which is equivalent to the equation

∂µ

(
∂L
∂ΦI

,µ

∂νΦI − δµ
ν L

)
= 0.

Thus the energy–momentum tensor can be defined as follows

Tµ
ν =

∂L
∂ΦI

,µ

∂νΦI − δµ
ν L. (2.53)

It is conserved,

∂µT
µ
ν = 0.
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The integral conservation laws are the law of conservation of the field energy

E =
∫
T 0

0 d
3x =

∫ (
∂L
∂Φ̇I

Φ̇I − L
)
d3x (2.54)

and the law of conservation of the field momentum

Pi =
∫
T 0

i d
3x =

∫ (
∂L
∂Φ̇I

∂iΦI

)
d3x.

We note that expression (2.54) coincides with that used earlier.
It is useful to make the following remark. Instead of the Noether current

ja
µ, one could use an expression of the form

j̄a
µ = ja

µ + ∂νf
a
µν ,

where fa
µν is an arbitrary antisymmetric tensor (depending on the fields).

Indeed, by virtue of the identity ∂µ∂νf
a
µν = 0, the current j̄a

µ is also
conserved. Analogously, instead of the Noether energy–momentum tensor
(2.53) one could use an expression

T̄µ
ν = Tµ

ν + ∂λΩµλ
ν , (2.55)

where Ωµλ
ν is an antisymmetric tensor with respect to the indices µ, λ.

Generally speaking, the tensor (2.53) is not symmetric in the indices
µ, ν; Tµν �= T νµ. However, using the above remark, Ωµλ

ν can be chosen in
such a way that the conserved tensor T̄µν is symmetric in the indices µ, ν.

Problem 24. Find the Noether and the symmetric energy–momentum
tensors in the theory of a free electromagnetic field. Which of these can be
expressed in terms of the field strength Fµν?

Problem 25. Using the invariance of the Lagrangian of the scalar
field under spatial rotations, find an expression for conserved angular
momentum of the field.

Problem 26. The previous problem, but for a free electromagnetic field.
A symmetric energy–momentum tensor can be obtained using the

following technique. Let us introduce the space–time metric gµν into
the action, assuming it to be arbitrary, but slightly different from the
Minkowski metric. Let us write the action, invariant under general
coordinate transformations, in the form

S =
∫
d4x

√−gL(gµν , ∂µΦI ,ΦI),
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where g = det gµν , gµαg
αν = δν

µ. For example, the action of a scalar field
with potential V (ϕ) in space–time with the metric gµν has the form

S =
∫
d4x

√−g
(

1
2
gµν∂µϕ∂νϕ− V (ϕ)

)
, (2.56)

while the action of a free electromagnetic field is equal to

S = −1
4

∫
d4x

√−g(gµλgνρFµνFλρ), (2.57)

where Fµν = ∂µAν − ∂νAµ. We note that here we distinguish between
superscripts and subscripts and use only the derivative

∂µ ≡ ∂

∂xµ
,

while for the independent variables of the electromagnetism we choose the
potentials Aµ. In the general case the energy–momentum tensor is obtained
by differentiating the density of the action with respect to the metric:

T̄µν =
∂(

√−gL)
∂gµν

,

where the metric gµν is set equal to the Minkowski metric after
differentiation (the fields ΦI , of course are not differentiated with respect to
the metric). The tensor T̄µν is clearly symmetric with respect to the indices
µ, ν. More precisely, the above relation is written in the form (taking into
account the symmetry of the tensor gµν)

δS =
1
2

∫ √−gT̄µνδg
µνd4x, (2.58)

where δgµν are small deviations from the Minkowski metric.

Problem 27. Obtain an explicit expression for T̄µν from (2.58) for the
theory of a scalar field with the action (2.56). Show that in this case the
metric energy–momentum tensor coincides with that of Noether.

Problem 28. Obtain an explicit expression for the metric energy–
momentum tensor (2.58) in electrodynamics with the action (2.57).
Compare with known expressions.

Problem 29. Show, in general form, that the metric energy–momentum
tensor (2.58) is conserved.



Chapter 3

Elements of the Theory of
Lie Groups and Algebras

3.1 Groups

A group is a set G in which a multiplication operation with the following
properties is defined:

1. associativity: for all a, b, c ∈ G, (ab)c = a(bc);

2. existence of a unit element e ∈ G, such that for all a ∈ G, ae = ea = a;

3. existence of an inverse element a−1 ∈ G for each a ∈ G such that
a−1a = aa−1 = e.

If the multiplication operation is commutative (i.e. ab = ba for all a, b ∈
G), the group is said to be Abelian, otherwise it is non-Abelian.

Groups G1 and G2 are isomorphic if there exists a bijective mapping
f : G1 → G2 consistent with the multiplication operations

f(g1g2) = f(g1)f(g2), f(g−1) = [f(g)]−1.

In what follows, we shall write group isomorphisms as G1 = G2 and we
shall often not distinguish between isomorphic groups.

A subgroup H of a group G is a subset H of G, which is itself a group
with respect to the multiplication operation defined in G. In other words,
for h, h1, h2 ∈ G, the product h1h2 and the inverse element h−1 are defined;
h1h2 and h−1 are required to be elements of the set H, if h, h1, h2 ∈ H.

Let us give some examples.

33
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1. The group U(1) is the set of complex numbers z with modulus equal
to unity, |z| = 1. Multiplication in U(1) is the multiplication of
complex numbers (since for |z1| = |z2| = 1 we have |z1z2| = 1,
multiplication is indeed an operation in U(1)). The unit element
is z = 1 and the inverse element to z ∈ U(1) is z−1 (z−1 ∈ U(1),
since |z−1| = 1 for |z| = 1).

2. The group Zn is the set of integers modulo n, i.e. integers k and
(k+n) are identified (in other words, the set Zn consists of n integers
0, 1, . . . , (n−1)). Multiplication in Zn is defined as addition of integers
modulo n; in other words, if 0 ≤ k1 ≤ n − 1, 0 ≤ k2 ≤ n − 1, then

(k1 + k2) (mod n) =
{

k1 + k2 for (k1 + k2) ≤ n − 1
k1 + k2 − n for (k1 + k2) > n − 1.

Subtraction modulo n is defined analogously. We note that addition
modulo n is commutative. The unit element in Zn is k = 0, the
inverse to the element k is equal to

(−k) (mod n) =
{

0 for k = 0
n − k for 0 < k ≤ n − 1.

Problem 1. Show that the group Zn is isomorphic to the group of nth
roots of unity, i.e. the group consisting of all complex numbers z such that
zn = 1 (group multiplication is multiplication of complex numbers). Thus,
Zn is a subgroup of the group U(1).

3. The group GL(n, C) is the set of complex n × n matrices with a
non-zero determinant. Multiplication in GL(n,C) is matrix multi-
plication; the unit element is the unit n×n matrix, the inverse element
to M ∈ GL(n,C) is the inverse matrix M−1 (which always exists
because det M �= 0 by the definition of the group GL(n,C)).

Problem 2. Describe the group GL(1, C).
The groups U(1), Zn and GL(1, C) are Abelian groups, the groups

GL(n, C) with n ≥ 2 are non-Abelian.
The groups in the following examples are subgroups of the group

GL(n,C). In other words, we are dealing with n × n matrices and the
multiplication operation is matrix multiplication.

4. The group GL(n,R) is the group of real matrices with non-zero
determinant.

5. The group U(n) is the group of unitary n×n matrices, i.e. such that

U†U = 1 (3.1)
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(we shall write the unit n × n matrix simply as 1; this is the matrix
on the right-hand side of (3.1)). In order to see that U(n) is indeed a
group, we shall show that U1U2 and U−1 are unitary if U1, U2, U are
unitary. We have

(U1U2)†(U1U2) = U†
2U†

1U1U2 = 1
(U−1)†(U−1) = UU† = 1,

as required. We note that it follows from (3.1) that

|det U |2 = det U det U† = 1,

i.e. |det U | = 1 for all U ∈ U(n).

6. The group SU(n) is the group of unitary matrices with unit
determinant (SU(n) is evidently a subgroup of U(n)). The fact that
the group operations (matrix multiplication and inversion) are closed
in SU(n) (i.e. SU(n) is indeed a group) follows from the equations

det (U1U2) = det U1 det U2 = 1
det U−1 = (det U)−1 = 1,

when det U1 = det U2 = det U = 1.

7. The group O(n) is the group of real orthogonal matrices, i.e. such
that

OT O = 1. (3.2)

O(n) is clearly a subgroup of GL(n,R) and also of U(n). We note
that it follows from (3.2) that detO = ±1, since

det OT O = det OT det O = (det O)2 = 1.

Thus, the group O(n) divides into two disjoint subsets (det O = +1
and detO = −1).

8. The group SO(n) is the subgroup of the group O(n) consisting of the
matrices O with det O = +1.

We note that the subset of O(n) consisting of matrices with detO =
−1 is not a subgroup of O(n). Indeed, if detO1 = det O2 = −1,
then det (O1O2) = +1, i.e. this subset is not closed under matrix
multiplication.

Let us continue with definitions which will be useful in the sequel. The
center of a group G is the subset of G consisting of all elements w ∈ G,
which commute with all elements of the group, i.e. such that for all g ∈ G

wg = gw. (3.3)
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The center of the group W ⊂ G is a subgroup of G. Indeed, for w1, w2 ∈ W ,
we have

(w1w2)g = w1(w2g) = w1gw2 = g(w1w2),

so that w1w2 ∈ W . Multiplying (3.3) by w−1 on the left and on the right,
we obtain

gw−1 = w−1g,

so that the set W is closed under group operations.

Problem 3. Describe the center of the group SU(n) and show that it is
isomorphic to Zn.

Problem 4. Show that the center of the group GL(n,C) consists of
matrices of the form λ·1, where λ is an arbitrary, non-zero complex number
and 1 is the unit n × n matrix (the non-trivial part of the problem is to
show that all matrices which commute with any matrix in GL(n,C) are
multiples of unity).

The direct product G1 × G2 of the groups G1 and G2 is the set of pairs
{g, h} where g ∈ G1 and h ∈ G2, in which the multiplication operation and
the inverse element take the form

{g, h}{g′, h′} = {gg′, hh′}
{g, h}−1 = {g−1, h−1},

the unit element is the pair {e1, e2} where e1 and e2 are the unit elements
in G1 and G2, respectively. Thus, G1 × G2 is a group. We note that G1
is a subgroup of the group G1 × G2; more precisely, G1 is isomorphic to
the subgroup of the group G1 × G2, consisting of the elements of the form
{g, e2} for g ∈ G1.

This definition is useful because, if one succeeds in identifying that some
group G is a direct product of two other groups G1 and G2, then properties
of the group G can be determined by studying the properties of the groups
G1 and G2 individually.

A group homomorphism is a mapping f from a group G to a group G′,
consistent with the multiplication operations, i.e. for all g, g1, g2 ∈ G

f(g1g2) = f(g1)f(g2)

(the product g1g2 is given in the sense of multiplication in G, while the
product f(g1)f(g2) is given in the sense of multiplication in G′),

f(e) = e′
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(e, e′ are the units of G, G′, respectively)

f(g−1) = [f(g)]−1

(the inverse elements on the left- and right-hand sides of the equation are
taken in the sense of the groups G and G′, respectively).

Here are some examples of homomorphisms.

1. A homomorphism from SU(2) to SU(3) under which the 2×2 matrix
g (g ∈ SU(2)) is mapped to the 3 × 3 matrix of the form

 g
0
0

0 0 1


 , (3.4)

which clearly belongs to the group SU(3).

2. The homomorphism from the group G1 × G2 to the group G1 under
which the element {g, h} is mapped to g ∈ G1.

Suppose f is a homomorphism from G to G′. The set of all elements
of G′ which can be represented in the form f(g) for some g ∈ G is called
the image of the homomorphism, Im f . The set of elements g ∈ G such
that f(g) = e′ is called the kernel of the homomorphism, Ker f . In the first
example, Im f is the set of all matrices of the form (3.4), and Ker f is the
unit 2 × 2 matrix. In the second example, Im f = G1, while Ker f is the
set of elements of the form {e, h}, where h is arbitrary (i.e. Ker f = G2).

Problem 5. Show that Im f is a subgroup of G′ (f is a homomorphism
from G to G′). Show that Ker f is a subgroup of G.

Let us now introduce the concept of the (right) coset space, G/H of a
group G by its subgroup H. Let H be a subgroup of a group G. Let us
define equivalence in G: we shall say that g1 is equivalent to g2 (g1 ∼ g2)
if g1 = g2h for some h ∈ H. We recall that the following properties are
required for an equivalence relation: 1) if g1 ∼ g2, then g2 ∼ g1; 2) if
g1 ∼ g2 and g2 ∼ g3, then g1 ∼ g3. In our case, these properties are easy
to verify: 1) if g1 = g2h, then g2 = g1h

−1, i.e. g2 ∼ g1, since h−1 ∈ H;
2) if g1 = g2h12, g2 = g3h23, then g1 = g3(h23h12), and g1 ∼ g3 since
h23h12 ∈ H.

This equivalence relation allows us to divide the set G into disjoint sets
(cosets): a coset consists of elements of G which are all equivalent to one
another. We note that the coset containing the unit element e ∈ G is the
subgroup H itself.

The set of cosets is called the (right) coset space G/H.
Another definition of equivalence is possible: g1 ∼ g2 if g1 = hg2 for some

h ∈ H. This is used to construct the left coset space, which is sometimes
denoted by G\H.
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Problem 6. Take the subgroup isomorphic to SO(2) in the group SO(3)
to be the group of matrices of the form

 g
0
0

0 0 1


 , g ∈ SO(2).

Show that there is a one-to-one correspondence between the coset space of
SO(3) by this subgroup and the two-dimensional sphere

SO(3)/SO(2) = S2.

The coset space G/H is closely related to homogeneous spaces. A set A
is said to be a homogeneous space with respect to the group G if the group
G acts transitively on A, i.e. to each g ∈ G there corresponds an invertible
mapping of the space A to itself, such that

a′ = F (g)a.

Here, the operation F is required to be consistent with the group op-
erations, i.e.

F (g1g2)a = F (g1)F (g2)a
F (e)a = a (3.5)

F (g−1)a = [F (g)]−1a,

where F−1 is a mapping from A to A which is the inverse of the mapping
F ; a is an arbitrary element of A; g, g1, g2 are arbitrary elements of the
group G. In addition, it is required that for any pair a, a′ ∈ A, there exists
g ∈ G such that

a′ = F (g)a

(transitivity of the group action).
The stationary subgroup H for the element a0 ∈ A consists of all elements

h ∈ G which leave a0 unchanged:

F (h)a0 = a0.

The fact that this set is a subgroup can be checked using (3.5); for example,
if h1, h2 ∈ H, then

F (h1h2)a0 = F (h1)F (h2)a0 = F (h1)a0 = a0,

i.e. h1h2 ∈ H.
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For a homogeneous space the stationary subgroups for all elements a ∈ A
are the same. Indeed, suppose H0 and H1 are stationary subgroups for the
elements a0 and a1, respectively. Take g ∈ G such that

a1 = F (g)a0.

Then an isomorphism of the subgroups H0 and H1 is given by the mapping

h′ = ghg−1, (3.6)

where h is any element of H0. First, we check that h′ ∈ H1, i.e. F (h′)a1 =
a1. We have

F (h′)a1 = F (ghg−1)F (g)a0 = F (g)F (h)F (g−1g)a0

= F (g)F (h)a0 = F (g)a0 = a1,

as required. The correspondence (3.6) is clearly one-to-one: the inverse
mapping is given by the formula

h = g−1h′g.

Finally, the mapping (3.6) is consistent with the group operations, for
example, if h1, h2 ∈ H, then

gh1h2g
−1 = gh1g

−1gh2g
−1 = h′

1h
′
2,

where h′
1,2 = gh1,2g

−1.

Problem 7. We define the action of the group SO(3) on the two-
dimensional sphere S2 as follows. Let g be a matrix of SO(3) and �a a (unit)
vector with components ai, i = 1, 2, 3. Every such vector corresponds to a
point on the unit two-dimensional sphere in three-dimensional Euclidean
space. Define F (g)�a to be the vector �b with components bi = gijaj. Since
gT g = 1, we have �b2 = �a2, i.e. the action of F (g) takes the sphere to the
sphere. Show that SO(3) acts transitively on S2, and that the stationary
subgroup of any point of the sphere S2 is equal to SO(2).

If the group G acts transitively on the space A (i.e. A is a homogeneous
space under G) then there is an isomorphism

A = G/H, (3.7)

where H is the stationary subgroup of any element of the space A.
Indeed, let a0 be some element of A, with H its stationary subgroup.

Let us define the element ak ∈ A which corresponds to the coset k ∈ G/H,
as follows

ak = F (gk)a0, (3.8)
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where gk is a representative of the coset k. The element ak does not depend
on the choice of representative gk: if g′

k = gkh is another representative of
the coset k, then F (g′

k)a0 = F (gk)F (h)a0 = F (gk)a0. Thus, the mapping
(3.8) is indeed a mapping from G/H to A. Let us check that it is one-to-
one. Let a be some element of A. It is always possible to find some g ∈ G
such that a = F (g)a0. It belongs to some coset k ∈ G/H. We show that
if F (g)a0 = F (g′)a0, then g and g′ belong to the same coset (which proves
the invertibility of the mapping (3.8)). From F (g)a0 = F (g′)a0 we have
the equation

F (g−1)F (g′)a0 = a0,

which means that g−1g′ ∈ H, i.e. g−1g′ = h, where h ∈ H. Hence, g′ = gh
and, consequently, g′ and g belong to the same coset.

Illustrations of equation (3.7) are provided by assertions formulated in
the following two problems.

Problem 8. Show that SO(n)/SO(n − 1) = Sn, where Sn is the n-
dimensional sphere. Here, the embedding of SO(n − 1) in SO(n) is given
by (

SO(n − 1) 0
0 1

)
⊂ SO(n).

Problem 9. Show that SU(n)/SU(n−1) = S2n, where the embedding of
SU(n − 1) in SU(n) is defined analogously to in the previous problem.

The subgroup H of the group G is said to be a normal subgroup of the
group G if for all h ∈ H and all g ∈ G

ghg−1 ∈ H.

If H is a normal subgroup, then K = G/H is a group. Indeed, we construct
the multiplication operation in K as follows. Let k1, k2 ∈ K, where k1 and
k2 are cosets, and choose representatives of these, g1 ∈ k1, g2 ∈ k2. Then
k1k2 is the coset which contains the element g1g2 of the group G. The
unit ek ∈ K is the equivalence class which contains the unit element of the
group G (observe that, from the definition of the coset space, it follows that
ek = H), and k−1 is the coset containing g−1, where g is a representative
of the coset k.

For these operations indeed to be operations in K, it is required that the
result of their actions should not depend on the choice of representatives
in the cosets. Let us verify this for the multiplication operation. Suppose
g1, g

′
1 ∈ k1, g2, g

′
2 ∈ k2 are two sets of representatives, such that

g′
1 = g1h1, g′

2 = g2h2,
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where h1, h2 ∈ H. We check that g′
1g

′
2 = g1g2h for some h ∈ H. We have

g′
1g

′
2 = g1h1g2h2 = g1g2g

−1
2 h1g2h2.

But g−1
2 h1g2 ∈ H, and so (g−1

2 h1g2)h2 also belongs to H, as required.

Problem 10. Let G = G1 × G2. Show that G2 is a normal subgroup of
the group G, and

G2 = G/G1.

Problem 11. Show that the subgroup U(1) of the group U(n), consisting
of matrices which are multiples of unity, is a normal subgroup of the group
U(n).

Problem 12. Show that the center of any group is a normal subgroup of
that group.

Problem 13. Show that

U(n)/U(1) = SU(n)/Zn,

where Zn is the center of the group SU(n).

3.2 Lie groups and algebras

For simplicity in what follows, we shall consider matrix groups whose
elements are matrices (in other words, we shall consider subgroups of the
group GL(n, C)); although the notions expounded here are of a general
nature, they are most easily formulated for matrix groups.

In the space of n × n matrices the notion of neighborhood (topology)
is introduced in a natural way: two matrices are said to be nearby if all
their elements are nearby. We also introduce the differentiation of a family
of matrices M(t) with respect to a real parameter t: the elements of the
matrix (dM

dt )ij are the derivatives d
dtMij(t) of the matrix elements Mij(t).

Generally, the space of all complex n × n matrices can be viewed as a
2n2-dimensional (real) Euclidean space R2n2

, whose coordinates are the
2n2 matrix elements Re Mij and Im Mij . Smooth families of matrices are
surfaces (manifolds) embedded in this Euclidean space. For example, a
smooth family of matrices M(t), depending on a real parameter t, is a
curve in R2n2

, and dM
dt corresponds to the tangent vector to this curve.



42 Theory of Lie Groups and Algebras

Smooth (matrix) groups are groups which are smooth manifolds1 in the
space R2n2

described above. These groups are called Lie groups.
The simplest non-trivial example of a Lie group is the group U(1).

It can also be understood as a matrix group by considering complex
numbers as 1 × 1 matrices. The group U(1) is a circle in the complex
plane (in the two-dimensional real space of 1 × 1 matrices). The groups
U(n), SU(n), O(n), SO(n) are also Lie groups.

Two manifolds are said to be homeomorphic if there exists a smooth
one-to-one mapping from one to the other.2 For example, an ellipsoid is
homeomorphic to a sphere, but a torus and a sphere are not homeomorphic.

Problem 14. Show that the group SU(2) is homeomorphic to the three-
dimensional sphere S3.

For each point of a (curved) manifold of dimension k in 2n2-dimensional
Euclidean space, one can define the tangent space to the manifold at that
point: this is a real vector space of dimension k consisting of vectors tangent
to the manifold at the given point.

The tangent space for a Lie group at the unit element is the Lie algebra
of that Lie group (the unit element of the group; the unit matrix is a point
of the group manifold). In other words, any curve g(t) in the Lie group G
is represented near unity in the form

g(t) = 1 + At + O(t2), (3.9)

where unity is the unit matrix, addition is matrix addition and A belongs
to the Lie algebra of the group G. In what follows, the Lie algebra of the
group G will be denoted by AG.

Equation (3.9) can be viewed as a definition of the algebra AG: its
elements are all matrices A, such that (3.9) is a curve in G near unity. Let
us check that the algebra AG is a real vector space. If A ∈ AG corresponds
to the curve g(t), then the curve g′(t) = g(ct), where c is a real number,
corresponds to the element cA (because, g′(t) = 1 + (cA)t + O(t2)). If
A1, A2 ∈ AG correspond to the curves g1(t), g2(t) in the group, then the
curve

g′′(t) = g1(t)g2(t)

corresponds to the sum (A1 + A2), since

g′′(t) = (1 + A1t + · · ·)(1 + A2t + · · ·) = 1 + (A1 + A2)t + O(t2).

1Here and in what follows, we shall not refine the notion of smoothness. For example,
we shall not encounter continuous manifolds which are not infinitely differentiable.

2Again, we shall not distinguish between homeomorphism (continuous but not
necessarily differentiable mapping) and diffeomorphism.
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Thus, the product of an element of AG by a real number and the sum of
two elements of AG are also elements of the Lie algebra AG, i.e. A is a real
vector space.

One more operation, commutation, is defined in a Lie algebra: the
matrix [A1, A2] = A1A2−A2A1 belongs to the algebra AG, if A1, A2 ∈ AG.
Indeed, if

g1(t) = 1 + A1t + · · · , g2(t) = 1 + A2(t) + · · ·

then the curve

g(t) = g1(ξ)g2(ξ)g−1
1 (ξ)g−1

2 (ξ),

where ξ =
√

t, corresponds to the matrix [A1, A2]. To verify this with
accuracy up to and including t ≡ ξ2, we write,

g(t) = (1 + A1ξ + α1ξ
2)(1 + A2ξ + α2ξ

2)(1 − A1ξ − β1ξ
2)(1 − A2ξ − β2ξ

2),
(3.10)

where β1,2 = α1,2 −A2
1,2 (so that the matrix (1−A1ξ −β1ξ

2) is the inverse
to the matrix (1 + A1ξ + α1ξ

2) with accuracy up to and including ξ2).
Collecting terms in (3.10), we obtain

g(t) = 1 + [A1, A2]ξ2 + O(ξ3),

so that to linear order in t,

g(t) = 1 + [A1, A2]t.

Thus, in a Lie algebra, in addition to multiplication by a number and
addition, commutation is also defined.

Let us describe the Lie algebras of certain groups.

1. The U(n) algebra (we shall sometimes denote specific groups and
their algebras in the same way, provided this does not lead to
confusion). Unitary matrices close to unity must have the property

(1 + At + O(t2))(1 + A†t + O(t2)) = 1.

Therefore

A† = −A,

i.e. the Lie algebra of the group U(n) is the algebra of all anti-
Hermitian matrices.
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Problem 15. Check explicitly that addition, multiplication by a number
and commutation are defined in the set of anti-Hermitian matrices.

2. The SU(n) algebra. In addition to unitarity, the matrices of SU(n)
close to unity must satisfy the property

det (1 + At + O(t2)) = 1.

Since, for small t, det (1 + At) = 1 + (TrA)t + O(t2), we have the
condition

Tr A = 0.

The SU(n) algebra is the algebra of all anti-Hermitian matrices with
zero trace.

3. The SO(n) algebra. This is the algebra of all real matrices satisfying
the condition

AT = −A

(in other words, the matrices of the SO(n) algebra are real
antisymmetric matrices).

Problem 16. Check that the operations of a Lie algebra (addition,
multiplication by a real number and commutation) are closed in (a) the set
of anti-Hermitian matrices with zero trace; (b) the set of real antisymmetric
matrices.

Since every anti-Hermitian matrix can be represented in the form iA,
where A is an Hermitian matrix, the SU(n) algebra in physics is often
defined as the algebra of Hermitian matrices with zero trace, and elements
of the group SU(n) near unity are written in the form

g = 1 + iAt + O(t2).

Problem 17. Describe the Lie algebras of the groups GL(n,C) and
GL(n,R).

Two Lie algebras are isomorphic if there exists a one-to-one corre-
spondence between them which preserves addition, multiplication by a real
number and commutation.

Problem 18. Show that the Lie algebras of SU(2) and SO(3) are
isomorphic. Show that the relation between the groups is SU(2)/Z2 =
SO(3), where Z2 is the center of the group SU(2). Thus, although locally
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(close to unity) the groups SU(2) and SO(3) are the same, on the whole
(globally), they are different.

The dimension of the vector space, which is a Lie algebra, is called the
dimension of the algebra. It is equal to the dimension of the group manifold
for the corresponding group. Let us find the dimension of the SU(n)
algebra. Arbitrary n × n matrices are characterized by 2n2 parameters.
In the SU(n) algebra, n2 linear conditions are imposed upon them:

A† = −A

(this is a matrix condition, i.e. 2n2 conditions, however, only half of them
are independent, since from Aij = −A∗

ji we have the complex conjugate
condition A∗

ij = −Aji). In addition, another linear condition is imposed:

Tr A = 0

(this is a single condition, since, from A† = −A it follows that all diagonal
elements are imaginary). Thus, the dimension of the SU(n) algebra is
equal to (n2 − 1).

Problem 19. Show that the dimension of the SO(n) algebra is equal to
n(n − 1)/2.

In a Lie algebra, as in a vector space, one can choose a basis. The
elements of this basis are k matrices Ti (i = 1, . . . , k; where k is the
dimension of the algebra), called the generators of the Lie algebra and
of the corresponding Lie group. Since the commutator [Ti, Tj ] belongs to
the algebra, it decomposes in terms of generators, i.e.

[Ti, Tj ] = CijkTk,

where Cijk are antisymmetric in the first two indices and real. The Cijk

are called the structure constants of the algebra, or, which amounts to the
same thing, the structure constants of the group. Their values, of course,
depend on the choice of basis.

For example, in the space of anti-Hermitian 2 × 2 matrices, one can
choose a basis in the form Ti = − i

2τi, where the τi are Pauli matrices

τ1 =
(

0 1
1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0
0 −1

)
.

The structure constants of the SU(2) algebra are obtained from the
equations

[τi, τj ] = 2iεijkτk
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and are equal to εijk. However, the SU(2) algebra in physics is often
defined as the algebra of Hermitian 2 × 2 matrices; the generators (the
basis in this algebra) are chosen in the form

Ti =
1
2
τi.

Here, the structure constants are purely imaginary and the commutation
relation for generators takes the form

[Ti, Tj ] = iεijkTk.

The generators of the SU(3) algebra (in physics, this is also defined as
the algebra of Hermitian matrices with zero trace) are chosen in the form
Ta = 1

2λa, a = 1, 2, . . . , 8, where the λa are the Gell–Mann matrices

λ1 =


0 1 0

1 0 0
0 0 0


 , λ2 =


0 −i 0

i 0 0
0 0 0


 , λ3 =


1 0 0

0 −1 0
0 0 0


 ,

λ4 =


0 0 1

0 0 0
1 0 0


 , λ5 =


0 0 −i

0 0 0
i 0 0


 ,

λ6 =


0 0 0

0 0 1
0 1 0


 , λ7 =


0 0 0

0 0 −i
0 i 0


 ,

λ8 =
1√
3


1 0 0

0 1 0
0 0 −2


 .

Problem 20. Show that these generators of the group SU(3) are linearly
independent.

Problem 21. Calculate the structure constants of the group SU(3) in
the Gell–Mann basis (as mentioned earlier, the structure constants of the
group and the algebra are the same).

A Lie subalgebra of a Lie algebra is a real vector space in A, which is
closed under the operation of commutation (i.e. it is itself a Lie algebra).
For example, one subalgebra in the SU(3) algebra is the set of matrices of
the form 

 A
0
0

0 0 0


 ,

where A is a 2 × 2 matrix in the SU(2) algebra. This subalgebra is clearly
isomorphic to the SU(2) algebra.
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Problem 22. Let H be a Lie subgroup of the Lie group G. Considering H
as a Lie group, construct its Lie algebra AH. Show that AH is a subalgebra
in AG.

Let A and B be two Lie algebras of dimensions NA and NB , respectively;
TA

1 , . . . , TA
NA

a full set of generators of the algebra A; TB
1 , . . . , TB

NB
a full

set of generators of the algebra B. We shall assume that the elements of
the algebra A are nA × nA matrices, and that the elements of the algebra
B are nB × nB matrices. We construct the set of (NA + NB) matrices of
dimension (nA +nB)× (nA +nB) such that the first NA matrices have the
form (

TA
i OnA×nB

OnB×nA
OnB×nB

)
, i = 1, . . . , NA,

where Ok×l is the zero k × l matrix. We choose the remaining NB matrices
in the form (

OnA×nA
OnA×nB

OnB×nA
TB

q

)
, q = 1, . . . , NB .

The real vector space in which this set of (NA + NB) matrices forms a
basis is called the direct sum of the algebras A and B and is denoted by
(A + B). Clearly, the study of the direct sum of two Lie algebras reduces
to the study of each algebra individually.

Problem 23. Let G = G1 × G2 be the direct product of the Lie groups
G1 and G2. Show that the Lie algebra of the group G is isomorphic to the
direct sum of the Lie algebras of the groups G1 and G2 defined above, i.e.

AG = AG1 + AG2.

The Lie subalgebra C in the Lie algebra A is said to be an invariant
subalgebra (or ideal), if for all c ∈ C and a ∈ A,

[c, a] ∈ C.

Problem 24. Let the subgroup H be a normal subgroup in the Lie group
G. Show that the Lie algebra of the group H is an invariant subalgebra in
the Lie algebra G.

Thus, it is convenient to study local (and only local) properties of Lie
groups by considering the corresponding Lie algebras. The main concepts of
group theory have analogies in the theory of Lie algebras. At the same time,
Lie algebras are relatively simple objects, since they are vector (linear)
spaces.
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3.3 Representations of Lie groups and Lie
algebras

A representation T of a group G in a linear space V is a mapping under
which each element g ∈ G is mapped to an invertible linear operator T (g),
acting on V ; this mapping must be consistent with the group operations,
so that the unit element of the group G is mapped to the unit operator
and the following equations are satisfied:

T (g1g2) = T (g1)T (g2) (3.11)
T (g−1) = [T (g)]−1.

Correspondingly, a representation T of the Lie algebra AG in the space V
is a mapping under which each element A ∈ AG is mapped to a linear
operator T (A), where this mapping is consistent with the operations in the
algebra AG, i.e.

T (A + B) = T (A) + T (B)
T (αA) = αT (A) (3.12)

T ([A,B]) = [T (A), T (B)]

for all A, B ∈ AG and any real number α. Here, the commutator of two
operators acting on V is, as usual,

[T (A), T (B)] = T (A)T (B) − T (B)T (A).

If T (G) is a representation of the Lie group G in the space V , then it
can be used to construct a representation T (AG) of the corresponding Lie
algebra AG in the space V , according to the formula

T (1 + εA) = 1 + εT (A), (3.13)

where ε is a small parameter. On the left-hand side T (1 + εA) is an
operator corresponding to the element (1 + εA) ∈ G which is close to
the unit element of the group; on the right-hand side T (A) is the operator
corresponding to the element of the algebra A ∈ AG for the representation
T (AG). We remark that not every representation of an algebra is generated
by a representation of the group (see problem below).

Problem 25. Check that the mapping of the algebra AG to the set
of linear operators acting on V , defined by equation (3.13) is indeed a
representation of the algebra AG, i.e. the properties (3.12) are satisfied.

If V is a real vector space (i.e. only multiplication of vectors by a real
number is defined in V ), then a representation of a Lie group or algebra in
it is said to be a real representation.
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If T (g) is a unitary operator for all g ∈ G, then the representation of the
group is said to be a unitary representation. For a unitary representation
of a group, the representation of the corresponding Lie algebra defined by
formula (3.13) consists of anti-Hermitian operators,

[T (A)]† = −T (A)

for all A ∈ AG.
Let us fix a basis ei in V . If T (g) is the operator corresponding to the

element g ∈ G for the group representation T (G), then its action takes ei

to some vector of V which can again be decomposed with respect to the
basis ei, so that

T (g)ei = Tji(g)ej . (3.14)

Thus, for a fixed basis, every element g ∈ G is mapped to a matrix
Tji(g). For a real representation the matrices Tji(g) are real, for a unitary
representation the Tji(g) are unitary matrices. The matrix Tji(g) has
dimension n×n, where n is the dimension of the space V (and has nothing
in common with the dimension of the group G). Any vector ψ ∈ V can be
represented in the form of a decomposition with respect to the basis ei,

ψ = ψiei,

where the ψi are the components of the vector (numbers). Then

T (g)ψ = ψi(T (g)ei) = ψiTjiej .

Thus, the components of the vector T (g)ψ are equal to

(T (g)ψ)i = Tij(g)ψj . (3.15)

This relation explains the somewhat unusual choice of the order of the
indices in (3.14).

From equation (3.15) it follows that

Tij(g1g2) = Tik(g1)Tkj(g2) (3.16)
Tij(e) = δij (3.17)

Tij(g−1) = [T (g)]−1
ij , (3.18)

i.e. a product of elements of the group corresponds to a product of matrices,
the unit element to the unit matrix, and the inverse element to the inverse
matrix. Indeed, for all ψ, we have

[T (g1g2)ψ]i = Tij(g1g2)ψj .

On the other hand,

[T (g1g2)ψ]i = [T (g1)T (g2)ψ]i = Tik(g1)[T (g2)ψ]k = Tik(g1)Tkj(g2)ψj ,
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which, by virtue of the arbitrariness of ψ, proves the equality (3.16).
Properties (3.17) and (3.18) are proved analogously. We note that

equations (3.16)–(3.18) could be used as the basis for the definition of a
representation.

Representations of groups (or algebras) T (G) and T ′(G) on the same
space V are said to be equivalent if there exists an invertible operator S,
acting on V , such that

T ′(g) = ST (g)S−1

for all g ∈ G.
Let W be a linear subspace in V . It is said to be an invariant subspace

of the representation T (G) acting on V if for all ψ ∈ W and g ∈ G,

T (g)ψ ∈ W,

i.e. the action of any operator T (g) does not lead out of the subspace
W . The trivial invariant subspaces are the space V itself and the space
consisting of the zero vector alone. The representation T (G) is said to be
an irreducible representation of the group G on V if there are no non-trivial
invariant subspaces.

We now present examples of representations of Lie groups which are
important for what follows.

1. The fundamental representation

Let G be a Lie group consisting of n × n matrices (for example, SU(n) or
SO(n)), and V an n-dimensional space of columns

ψ =




ψ1
...

ψn


 . (3.19)

The fundamental representation T (g) acts on this space V as follows:

(T (g)ψ)i = gijψj .

Another definition is possible: let V be an n-dimensional space, ei a
basis in V ; then the action of the operator T (g) on the vector ei is of the
form

T (g)ei = gjiej .

Problem 26. Show that these definitions are equivalent.
We note that for the groups SU(n) the fundamental representation is

complex, while for the groups SO(n) it is real.
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Problem 27. Show that the fundamental representations of the groups
SU(n) and SO(n) are irreducible.

2. Representation conjugate to the fundamental representation

This is a representation of a group of n × n matrices on an n-dimensional
space of columns (3.19), defined by the equation

(T (g)ψ)i = g∗
ijψj .

Equivalent definition: the conjugate of the fundamental representation is
the representation on the space of rows φ = (φ1, . . . , φn) such that

(T (g)φ)i = φjg
†
ji.

Problem 28. Show that the fundamental representation of the group
SU(2) is equivalent to its conjugate.

The fundamental representation of a Lie algebra AG and the conjugate
of the fundamental representation of the algebra are defined analogously.

Problem 29. As previously mentioned, the SU(2) and SO(3) algebras
are isomorphic. Let T be the fundamental representation of the SU(2)
algebra. This corresponds to some representation of the SO(3) algebra, to
be denoted by T̄ . Show that no representation of the group SO(3) generates
the representation T̄ of the SO(3) algebra according to formula (3.13).

3. The adjoint representation Ad (G) of the Lie group G

Let AG be the Lie algebra of the group G; we shall suppose that both the
group G and the algebra AG consist of n × n matrices. The algebra AG
is a real vector space, which is also the space of the adjoint representation.
We define the action of the linear operator Ad (g), corresponding to the
element g ∈ G, on a matrix A ∈ AG as follows:

Ad (g)A = gAg−1.

For this to be a representation, the essential requirement is that gAg−1

should be an element of the algebra AG for all A ∈ AG and g ∈ G. To see
this, we construct a curve in the group G of the form

h(t) = ggA(t)g−1,

where gA(t) = 1 + tA + · · · is the curve defining the element A ∈ AG. We
have h(0) = 1 and

h(t) = 1 + tAh + · · · ,
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where Ah is some element of the algebra AG. On the other hand,

h(t) = 1 + tgAg−1 + · · · ,

so that gAg−1 = Ah ∈ AG, as required.
The properties (3.11) are easily checked; for example,

Ad (g1g2)A = (g1g2)A(g1g2)−1

= g1g2Ag−1
2 g−1

1 = g1(g2Ag−1
2 )g−1

1

= Ad (g1) Ad (g2)A

(as always, Ad (g1) Ad (g2) is understood as the consecutive action of first
the operator Ad (g2) and then the operator Ad (g1)).

From formula (3.13) it follows that the adjoint representation of a Lie
algebra is such that the element B ∈ AG is mapped to the operator ad (B)
acting on elements A of AG (the space of the representation) as follows:

ad (B)A = [B, A]. (3.20)

Indeed, if g = 1 + εB, then

Ad (g)A = (1 + εB)A(1 − εB) = A + ε[B, A],

which, together with equation (3.13), which in this case has the form

Ad (g)A = A + ε ad (B)A,

leads to (3.20).
The matrices of the adjoint representation of a Lie algebra coincide

with the structure constants. Indeed, by the definition of a matrix of a
representation

ad (ti)tj = T
(i)
kj tk,

where tj are generators (basis elements) in AG, and T
(i)
kj is the matrix of

the linear operator corresponding to the generator ti. On the other hand,

ad (ti)tj = [ti, tj ] = Cijktk,

where Cijk are the structure constants of the algebra AG. Consequently,

T
(i)
kj = Cijk. (3.21)

We again stress that the adjoint representation is always real. This can
be seen from (3.21), since the structure constants are real.
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3.4 Compact Lie groups and algebras

Lie groups are smooth manifolds (matrix Lie groups are submanifolds in
the space of all matrices of a specific dimension, see Section 3.2). Compact
Lie groups are those whose manifolds are compact.

Problem 30. Show that the groups SU(n) and SO(n) are compact, while
GL(n,C) and GL(n,R) are not compact.

Compact Lie algebras are Lie algebras corresponding to compact Lie
groups.

The following theorem holds. A Lie algebra is compact if and only if it
has a (positive-definite) scalar product, which is invariant under the action
of the adjoint representation of the group.

In other words, in any compact Lie algebra AG, and only in a compact
Lie algebra, there exists a bilinear form (A,B) such that for all g ∈ G and
all A, B ∈ AG

(Ad (g)A,Ad (g)B) = (A,B),

where for all A ∈ AG

(A,A) ≥ 0,

with equality only for the zero element of the algebra, A = 0.
For matrix groups, the scalar product in the corresponding algebra is

the trace

(A,B) = −Tr (AB).

Its invariance under the adjoint representation is evident from the pos-
sibility of permuting matrices cyclically inside the trace symbol:

(gAg−1, gBg−1) = −Tr (gAg−1gBg−1) = −Tr (AB).

The non-trivial part of this theorem for matrix algebras is the positive
definiteness of −Tr (A2), for compact matrix Lie algebras and only for
compact matrix Lie algebras.

Problem 31. Show that −Tr (A2) is positive for all non-zero A in the
SU(2) algebra. Show that −Tr (A2) may be both positive and negative for
the GL(2, C) algebra.

The existence in a Lie algebra of a positive-definite scalar product, which
is invariant under the adjoint representation is of great importance for
gauge theories, therefore precisely compact Lie groups and algebras are
used in their construction.
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In what follows, we shall consider only compact Lie groups and algebras
and will not stipulate this explicitly each time.

In an algebra, generators can be chosen so as to form an orthonormal
basis. The normalization is usually taken as follows:

Tr (titj) = −1
2
δij . (3.22)

In this basis the structure constants are antisymmetric with respect to all
three indices. Indeed, by definition,

[ti, tj ] = Cijktk,

and from equation (3.22), it follows that

Cijk = −2Tr [ti, tj ]tk = −2[Tr (titjtk) − Tr (tjtitk)].

We compare this expression with the same quantity but with the indices
k, j transposed:

Cikj = −2[Tr (titktj) − Tr (tktitj)].

With cyclic permutation of the matrices within the trace symbol, we have

Cikj = −2[Tr (tjtitk) − Tr (titjtk)],

which coincides with −Cijk. Thus,

Cikj = −Cijk

and Cijk is fully antisymmetric, by virtue of the antisymmetry in the first
two indices.

Problem 32. Suppose A is an invariant subalgebra of the compact algebra
B. Let A⊥ be the orthogonal complement of A in B (we recall that A is
a vector space with a scalar product). Show that A⊥ is also an invariant
subalgebra and

B = A + A⊥

in the sense of a direct sum of Lie algebras.
All Abelian compact Lie algebras are direct sums of U(1) algebras.
A compact Lie algebra is said to be semi-simple if it does not contain an

Abelian invariant subalgebra. A compact Lie algebra is said to be simple
if it does not contain any invariant subalgebras whatsoever.
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The following statement holds. Any compact Lie algebra A is uniquely
representable in the form of a direct sum of a certain number of U(1)
subalgebras and simple subalgebras.

A = U(1) + U(1) + · · · + U(1) + A1 + · · · + An, (3.23)

where the An are simple algebras. Thus, the study of compact Lie algebras
reduces to the study of simple Lie algebras. Equation (3.23) implies that
locally every compact Lie group is represented in a unique way in the form
of a direct product

G = U(1) × U(1) × · · · × U(1) × G1 × · · · × Gn,

where the Gn are simple groups (simple Lie groups are those which
correspond to simple algebras). The global (i.e. valid for groups as a whole)
version of this statement is somewhat more complicated; we shall not use
it and we shall not formulate it here.3

In the case of a simple compact Lie algebra, there exists just one
invariant positive-definite scalar product (up to multiplication by a
number). If the algebra is semi-simple, the full set of invariants is described
as follows. Suppose, for example,

A = A1 + A2.

Then any vector B ∈ A has the form

B = B1 + B2 B1 ∈ A1, B2 ∈ A2. (3.24)

Let (, )1 be an invariant scalar product in A1 and (, )2 an invariant scalar
product in A2. Then all invariant scalar products of vectors of the form
(3.24) have the form

(B, B′) = α1(B1, B
′
1)1 + α2(B2, B

′
2)2,

where α1 and α2 are arbitrary positive numbers. In other words, positive-
definite quadratic invariants (relative to the adjoint representation) in a
sum of simple algebras are linear combinations of quadratic invariants in
each of the simple algebras with arbitrary positive coefficients.

The complete list of simple Lie algebras is known. In addition to the
algebras with which we have become acquainted SU(n), n = 2, 3, . . ., and
SO(n), n = 5, 7, 8 . . ., (SO(3) and SO(4) reduce to SU(2) and SO(6) to
SU(4)), there is an infinite set of matrix algebras Sp(n,C), n = 3, 4, . . .,
and a finite number (five) of so-called exceptional algebras G2, F4, E6, E7,
E8.

3That the analogous assertion to (3.23) for groups as a whole is not completely
trivial can be seen from the fact that different Lie groups can correspond to the same
Lie algebra. An example is provided by the groups SU(2) and SO(3).
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Problem 33. Show that the SO(4) algebra is isomorphic to the (SU(2)+
SU(2)) algebra.

In the construction of models in particle physics, the groups SU(n) are
most often used; the symmetries SO(n) are occasionally considered, while
the groups E6 and E8 are used in the construction of unified theories of
the strong, weak and electromagnetic interactions.

The following statement holds for representations. Any representation
of a compact Lie group is equivalent to a unitary representation, and
representations of the Lie algebra are equivalent to anti-Hermitian
representations. This property is also important for the theory of gauge
fields; in what follows, we shall always assume that group representations
are unitary.

As previously mentioned, when the group SU(n) is considered in physics,
it is customary to use Hermitian (rather than anti-Hermitian) generators
(if A is an anti-Hermitian matrix, then A = iB, where B is Hermitian).
Then, every element of the algebra is represented in the form

A = iAata,

where ti are Hermitian matrices, and the Aa are real coefficients. Elements
close to the unit element of the Lie group are written in the form

g = 1 + iεata,

where εa are small real parameters. The relations between the generators
explicitly contain the imaginary unit, i,

[ta, tb] = iCabctc,

where Cabc are fully antisymmetric real structure constants of the algebra.
For complex representations of SU(n) and other algebras, Hermitian
generators T (ta) ≡ Ta such that

[Ta, Tb] = iCabcTc

are also used.
We shall usually employ this convention in the following study.

Problem 34. Show that SU(n), n = 2, 3, . . ., and SO(n), n = 5, 6, . . .,
are simple groups.



Chapter 4

Non-Abelian Gauge Fields

4.1 Non-Abelian global symmetries

In the theory of the complex scalar field (Section 2.4), we encountered
global U(1) symmetry: the Lagrangian is invariant under transformations

ϕ(x) → gϕ(x),

where g = eiα is an arbitrary element of the group U(1), independent of
the space–time coordinates. In this section, we consider the generalization
of U(1) symmetry (which is Abelian, since U(1) is an Abelian group) to
non-Abelian cases.

The simplest model with global non-Abelian symmetry is the model of
N complex scalar fields ϕi with Lagrangian

L = ∂µϕ
∗
i ∂µϕi −m2ϕ∗

iϕi − λ(ϕ∗
iϕi)2 (4.1)

(here and below, we shall assume summation over the index i = 1, . . . , N).
This model clearly has an Abelian U(1) symmetry

ϕi → eiαϕi. (4.2)

In addition, the Lagrangian (4.1) is invariant under global (independent of
the space–time point) transformations

ϕi(x) → ϕ′
i(x) = ωijϕj(x), (4.3)

where ω is an arbitrary matrix of SU(N). The invariance of the Lagrangian
(4.1) under the transformations (4.3) is evident from the identity

ϕ′∗
i ϕ

′
i = ϕ∗

kω
∗
ikωijϕj = ϕ∗

k(ω†ω)kjϕj = ϕ∗
kϕk.

57
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We note that the SU(N)-invariance of the Lagrangian (4.1) is ensured by
the fact that the mass of each of the fields ϕ1, ϕ2, . . . , ϕN is the same (and
equal to m), while the interaction term is specially selected and has just
one coupling constant.

In order to move to further generalizations of the symmetry (4.3), we
shall write the Lagrangian (4.1) in a more convenient form. We introduce
the column of fields

ϕ =



ϕ1
...
ϕN


 (4.4)

such that ϕ† = (ϕ∗
1, . . . , ϕ

∗
N ). The Lagrangian (4.1) can be written in the

form
L = ∂µϕ

†∂µϕ−m2ϕ†ϕ− λ(ϕ†ϕ)2, (4.5)

where differentiation of the column means, as usual, differentiation of each
of its components (the same for rows or matrices). The column of fields
ϕ(x) can be understood as a single field with values in the N -dimensional
complex space of columns. The transformation (4.3) is a transformation
under the action of the fundamental representation of the group SU(N):

ϕ(x) → ϕ′(x) = ωϕ(x). (4.6)

We note that the invariance of the Lagrangian (4.5) under transformations
(4.6) is evident from the unitarity of the matrix ω.

This construction is immediately generalized to more complicated cases.
We shall be interested in the situation where the symmetry group is a
compact Lie group G. Let T (G) be a unitary representation of the group
G (generally speaking, reducible), and let the field ϕ(x) take values in the
space of this representation. Let us consider a Lagrangian of the form

L = ∂µϕ
†∂µϕ− V (ϕ†, ϕ) (4.7)

and require that the potential V be invariant under the action of the
representation T :

V (ϕ†T †(ω), T (ω)ϕ) = V (ϕ†, ϕ)

for all ω ∈ G. Then the Lagrangian (4.7) is invariant under the trans-
formations

ϕ(x) → T (ω)ϕ(x)

for which

ϕ†(x) → ϕ†(x)T †(ω).
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Indeed, the potential term is invariant and the invariance of the kinetic
term follows from the unitarity of the representation T : T †(ω)T (ω) = 1 (we
assume throughout that ω does not depend on the space–time coordinates,
i.e. we consider global transformations).

Let us give some examples.

1. Suppose ϕi(x), χi(x) are two sets of N complex scalar fields, i =
1 . . . , N . If ϕ and χ are the corresponding columns, then the
Lagrangian

L = ∂µϕ
†∂µϕ+ ∂µχ

†∂µχ

−m2
ϕϕ

†ϕ−m2
χχ

†χ (4.8)

−λ1(ϕ†ϕ)2 − λ2
[
(ϕ†χ)2 + (χ†ϕ)2

] − λ3(χ†χ)2

is invariant under transformations of the group SU(N):

ϕ → ωϕ

χ → ωχ,

ω ∈ SU(N). We note that the pair of fields ϕ, χ can be interpreted as
a single field taking values in the space of the reducible representation
of the group SU(N), formed as the direct sum of the two fundamental
representations.

2. Suppose the field ϕ(x) transforms according to the fundamental
representation of the group SU(2) (i.e. ϕ(x) is a complex column(
ϕ1(x)
ϕ2(x)

)
, while the transformation ω from SU(2) acts as

ϕ → ωϕ,

where ω does not depend on x). Suppose the field ξ(x) is a
real triplet ξa(x), a = 1, 2, 3, which transforms according to the
adjoint representation of the group SU(2). The Lagrangian, which is
invariant under the group SU(2), can be constructed as follows:

L = ∂µϕ
†∂µϕ+ ∂µξ

a∂µξ
a − λ1(ϕ†ϕ)2 − λ2(ξaξa)2 − λ3ϕ

†(τaξa)ϕ,
(4.9)

where the τa are the Pauli matrices (generators of SU(2)).

To verify the invariance, it is sufficient to show that (ξaξa)2 and
ϕ†(τaξa)ϕ are invariant. We construct the matrix field

ξ = τaξa

taking values in the Lie algebra of group SU(2) (modulo the
imaginary unit). By the definition of the fundamental and adjoint
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representations, the fields ϕ and ξ transform under the action of the
group SU(2) as follows

ϕ → ϕ′ = ωϕ (4.10)
ξ → ξ′ = ωξω−1. (4.11)

We further note that
ξaξa =

1
2
Tr ξ2. (4.12)

The invariance of expression (4.12) under (4.11) is evident, while the
invariance of the quantity

ϕ†(τaξa)ϕ = ϕ†ξϕ

follows from the chain of equations

ϕ′†ξ′ϕ′ = (ϕ†ω†)(ωξω−1)(ωϕ) = ϕ†(ω†ω)ξ(ω−1ω)ϕ = ϕ†ξϕ.

We note that the pair of fields (ϕ, ξ) is a field in the space of the
direct sum of the fundamental and adjoint representations of the
group SU(2).

3. Let ϕiα(x) be a set of m ·n complex fields, i = 1, . . . , n; α = 1, . . . ,m.
This set realizes a representation of the group SU(n) × SU(m) and
is the direct product of the fundamental representation of the group
SU(n) and the fundamental representation of the group SU(m). This
means that the pair (ω,Ω), ω ∈ SU(n), Ω ∈ SU(m) acts on ϕiα as
follows

ϕiα → ϕ′
iα = ωijΩαβϕjβ (4.13)

(in other words, the group SU(n) acts on the first index in ϕiα, and
the group SU(m) on the second).

The invariant Lagrangian has the form

L = ∂µϕ
∗
iα∂µϕiα −m2ϕ∗

iαϕiα − λ(ϕ∗
iαϕiα)2. (4.14)

In what follows, we shall somewhat inaccurately omit the indices for
the field and write the transformation (4.13) as

ϕ → ϕ† = ωΩϕ,

and the Lagrangian (4.14) in the form

L = ∂µϕ
†∂µϕ−m2ϕ†ϕ− λ(ϕ†ϕ)2.

If the field ϕ is described and it is known that ω ∈ SU(n), Ω ∈
SU(m), then this notation does not lead to confusion.
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We note that we have, in fact, already encountered a situation,
similar to the latter example: the field (4.4) with the Lagrangian
(4.5) actually realizes a representation of the group SU(N) × U(1),
where the group SU(N) acts according to (4.6) (fundamental
representation) and the group U(1) acts according to (4.2).

4. We construct a non-trivial model, invariant under the group SU(2)×
U(1). Let ϕ, χ be doublets under the group SU(2) (fundamental
representation), ξ a singlet under SU(2) (trivial representation). In
other words, the fields ϕ, χ, ξ transform under SU(2) as follows:

ϕ → ωϕ

χ → ωχ

ξ → ξ.

The fields ϕ, χ are two-component complex columns, ξ is a one-
component complex scalar field. Suppose the fields ϕ, χ and ξ
transform under U(1) as

ϕ → eiqϕαϕ

χ → eiqχαχ (4.15)
ξ → eiqξαξ.

Here α is a parameter of the transformation, qϕ, qχ and qξ are real
numbers. The kinetic term in the Lagrangian has the standard form,
and the interaction can be chosen in the form

λ[(ϕ†ξ)χ+ c.c.]. (4.16)

It is invariant under SU(2) × U(1), if

qχ + qξ = qϕ

(the numbers qχ, qξ and qϕ can be chosen to be integers, then (4.15)
is a single-valued representation of the group U(1)).

Problem 1. Consider the theory of three fields, as in the previous
example. Suppose, however, that

qϕ + qχ + qξ = 0.

Construct a cubic interaction of the fields ϕ, χ and ξ invariant under
SU(2)×U(1) (hint: use the fact that for the group SU(2) the fundamental
representation is equivalent to its conjugate).
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Examples of global symmetries could be extended, by considering various
groups G1 × · · · × GN , where the Gi are simple groups or U(1) factors,
different fields, transforming according to the direct product of irreducible
representations of the groups G1, . . . , GN and also combinations of such
fields.

Until now, we have, for simplicity, discussed scalar fields. However,
global internal symmetries can be introduced for fields with any properties
under Lorentz transformations: the Lorentz structure and the ‘internal’
structure of fields do not influence each other (for example, when
considering internal symmetries of a vector field one merely makes the
substitution ϕ → ϕµ in the formulae of this section).

Problem 2. Find the conserved currents corresponding to the global
symmetries, in models with Lagrangian (4.1) (equivalently, (4.5)), (4.8),
(4.9) and (4.14) and also in the model of the fourth example.

Symmetries similar to those considered above actually exist in particle
physics. For example, the proton and neutron fields are combined in a
column N =

(
p
n

)
, which belongs to the fundamental representation of the

group SU(2) (so-called isotopic symmetry). From the real field of the π0-
meson and the complex field π of charged π-mesons, one can construct
three real fields π1 = 1√

2
(π + π∗), π2 = 1

i
√

2
(π − π∗), π3 = π0, which

form a triplet (adjoint representation) under the isotopic group SU(2).
Strong interactions are invariant under the isotopic group SU(2) and the
pion–nucleon Lagrangian has the structure of (4.9) (with the substitution
ϕ → N , ξa → πa and peculiarities due to the fact the nucleons have spin
1/2 and are fermions; further differences arise because the full Lagrangian
contains small terms, which are not invariant under isotopic symmetry).

An interaction Lagrangian of type (4.16) arises in the description of the
interaction of a lepton doublet (left-handed electron, neutrino), the right-
handed component of an electron and a Higgs field doublet; SU(2) ×U(1)
is the group of the electroweak interactions.

Transformations of type (4.13) exist in the theory of light quarks, where
the symmetry is SU(3)×SU(3). The first SU(3) is the color group (in fact,
a gauge group), while the second SU(3) is the flavor group with respect to
which the light quarks form the triplet

ud
s


 .

The first and second SU(3) are denoted by SU(3)c and SU(3)f ,
respectively. The group SU(3)f is not exact; mass terms and also
electromagnetic and weak interactions are not invariant under it.
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4.2 Non-Abelian gauge invariance and gauge
fields: the group SU(2)

Our aim is to generalize the construction presented in Section 2.7 for scalar
electrodynamics with the gauge group U(1) to the case of a non-Abelian
gauge group (Yang and Mills 1954). Let us again consider the theory of
two complex scalar fields, forming a column

ϕ =
(
ϕ1

ϕ2

)
,

whose Lagrangian has the form

L = ∂µϕ
†∂µϕ−m2ϕ†ϕ− λ(ϕ†ϕ)2. (4.17)

This Lagrangian is invariant under global transformations from the group
SU(2),

ϕ(x) → ϕ′(x) = ωϕ(x), ω ∈ SU(2),

where ω does not depend on the point of space–time.
We shall attempt to modify the Lagrangian (4.17) in such a way that

it becomes invariant under transformations of SU(2), depending in an
arbitrary manner on the point of space–time

ϕ(x) → ϕ′(x) = ω(x)ϕ(x) (4.18)

ω(x) ∈ SU(2). (4.19)

(We recall that the analogous requirement in scalar electrodynamics led to
the replacement of the conventional derivative in the Lagrangian by the
covariant derivative ∂µϕ → (∂µ − ieAµ)ϕ). The potential terms (the last
two terms in (4.17)) are invariant under the transformations (4.18), but
the kinetic term (containing derivatives) is not invariant. Indeed, under
the transformation (4.18), the derivative of the field becomes

∂µϕ
′(x) = ω(x)∂µϕ(x) + ∂µω(x) · ϕ(x) (4.20)

and the Lagrangian L(ϕ′) now contains terms with ∂µω. In order
to eliminate these terms, we replace, in the Lagrangian (4.17), the
conventional derivative by the covariant derivative ∂µϕ → Dµϕ and require
that under the transformations (4.18) it becomes

(Dµϕ)′ = ωDµϕ. (4.21)

From (4.20) it is clear that this can be achieved by introducing a vector
field Aµ(x) and writing

Dµϕ = ∂µϕ+Aµϕ.
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The structure of the field Aµ (range of its values) is still unknown; finding
it is our next problem.

Let us determine, in the first place, how the field Aµ transforms under
gauge transformations. For this, we write the left-hand side of equation
(4.21) explicitly:

Dµϕ
′ = ∂µϕ

′ +A′
µϕ

′ = ω∂µϕ+ ∂µωϕ+A′
µωϕ

and require that it should equal the right-hand side

ωDµϕ = ω∂µϕ+ ωAµϕ.

Bearing in mind that ϕ is an arbitrary column, we thus obtain

∂µω +A′
µω = ωAµ,

i.e. the transformation rule for Aµ is of the form

Aµ → A′
µ = ωAµω

−1 + ω∂µω
−1 (4.22)

(we use the fact that since ωω−1 = 1, we have ω∂µω
−1 + ∂µω · ω−1 = 0).

We now determine the values taken by the field Aµ. For this, let us
consider an infinitesimal gauge transformation, i.e. a transformation (4.22)
with

ω = 1 + ε(x),

where ε(x) takes values in the Lie algebra of the group SU(2) (in other
words, ε(x) is an anti-Hermitian 2× 2 matrix with zero trace at each point
x). The second term in (4.22) to the lowest order in ε, is

ω∂µω
−1 = −∂µε(x), (4.23)

i.e. it takes values in the Lie algebra. Consequently, the Lie algebra must be
contained in the range of values of the field Aµ. It turns out that this is also
sufficient: if the field Aµ takes values in the Lie algebra of the group SU(2)
then for any ω(x), both ωAµω

−1 and ω∂µω
−1 belong to the Lie algebra.

The fact that ωAµω
−1 ∈ ASU(2) is evident, since ωAµω

−1 is the result of
the action of the adjoint representation on the element Aµ ∈ ASU(2).

Problem 3. Show that if ω(x) belongs to the group SU(2) at each point
x, then ω∂µω

−1 belongs to the Lie algebra of the group SU(2) at each point
x.

Thus, the gauge field Aµ(x) (it is called the Yang–Mills field) is
the field taking values in the Lie algebra (in this case, of the group
SU(2)); the transformation rule for the scalar and gauge fields under
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gauge transformations has the form (as before, we assume that the scalar
field transforms according to the fundamental representation of the group
SU(2))

Aµ(x) → A′
µ(x) = ω(x)Aµ(x)ω−1(x) + ω(x)∂µω

−1(x) (4.24)

ϕ(x) → ϕ′(x) = ω(x)ϕ(x), (4.25)

and the Lagrangian of the scalar field, which is invariant under gauge
transformations, is equal to

L = (Dµϕ)†Dµϕ−m2ϕ†ϕ− λ(ϕ†ϕ)2,

where
Dµϕ = ∂µϕ+Aµϕ ≡ (∂µ +Aµ)ϕ (4.26)

is the covariant derivative of the scalar field, which transforms according
to (4.21).

We note one of the main differences of the non-Abelian gauge field from
the vector potential of electrodynamics. Under global (independent of x)
transformations the electrodynamic vector potentials do not change, but
non-Abelian potentials transform non-trivially,

Aµ(x) → A′
µ(x) = ωAµ(x)ω−1, (4.27)

i.e. according to the adjoint representation of the group.
Let us now construct the Lagrangian for the field Aµ itself, which is

analogous to −1
4F

2
µν in electrodynamics. For this we first find the strength

tensor for the non-Abelian field. By analogy with electrodynamics, we
expect that the strength tensor will contain a term

∂µAν − ∂νAµ. (4.28)

Hence, from (4.27), it is clear that the strength tensor must transform
non-trivially under gauge transformations: expression (4.28) transforms
according to the adjoint representation of the group in the case of global
transformations. We require the strength tensor to transform according to
the adjoint representation for all gauge transformations,

Fµν(x) → F ′
µν(x) = ω(x)Fµνω

−1(x). (4.29)

Then the gauge-invariant Lagrangian will be constructed from the invariant
Tr (FµνFµν).

Expression (4.28) itself does not have the property (4.29). Indeed,
differentiating (4.24), we obtain

∂µA
′
ν − ∂νA

′
µ = ω(∂µAν − ∂νAµ)ω−1 (4.30)

+∂µωAνω
−1 + ωAν∂µω

−1

−∂νωAµω
−1 − ωAµ∂νω

−1

+∂µω∂νω
−1 − ∂νω∂µω

−1.
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Terms with second derivatives of the function ω cancel out, but terms with
first derivatives remain. Their elimination would require the addition to
(4.28) of terms not containing derivatives of the field Aµ. Analogously to
(4.28), these terms must be elements of the Lie algebra, they must have
indices µ, ν and be antisymmetric in these indices. The only candidate is
the commutator

[Aµ, Aν ] = AµAν −AνAµ.

From (4.24), it follows that

[A′
µ, A

′
ν ] = ω[Aµ, Aν ]ω−1 (4.31)

+ω∂µω
−1ωAνω

−1 + ωAµω
−1ω∂νω

−1

−ω∂νω
−1ωAµω

−1 − ωAνω
−1ω∂µω

−1

+ω∂µω
−1ω∂νω

−1 − ω∂νω
−1ω∂µω

−1.

Comparing (4.30) and (4.31), we see that the covariant quantity (in the
sense of (4.29)) is the tensor

Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]. (4.32)

Indeed, the undesirable terms (all terms, except the first) in (4.30) and
(4.31) cancel out when one takes into account the identities

ω∂µω
−1ω = −∂µωω

−1ω = −∂µω

ω∂µω
−1ω∂νω

−1 = −ωω−1∂µω∂νω
−1 = −∂µω∂νω

−1,

which follow from ωω−1 = 1, ω−1ω = 1 and the derivatives of these
equations with respect to xµ.

Thus, the strength tensor is of the form (4.32) and transforms according
to the rule (4.29).

Problem 4. Show that in electrodynamics [Dµ, Dν ] = −ieFµν , where
Dµ = ∂µ − ieAµ is understood in the sense of an operator acting on the
scalar field, DµDν is the consecutive action of first Dν and then Dµ; as
usual, [Dµ, Dν ] = DµDν −DνDµ.

Problem 5. Show that for the gauge theory with the gauge group SU(2),
[Dµ, Dν ] = Fµν , where the covariant derivative is defined by formula (4.26).
Using this equation, show once again that the strength tensor transforms
according to (4.29).

We choose the gauge-invariant Lagrangian of the gauge field in the form

LA =
1

2g2 TrFµνFµν , (4.33)
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where g2 is some positive constant. We shall discuss the choice of sign in
(4.33) a little later.

We note that the important distinction between the non-Abelian gauge
theory and electrodynamics is the presence in the Lagrangian LA of terms
of third and fourth order in the field Aµ. (They have a structure of the
type Tr (∂µAν · AµAν) and Tr (AµAνAµAν)). This means that the gauge
field equations are nonlinear, even in the absence of other fields. In this
connection, the field Aµ is said to be self-interacting.

A gauge fieldAµ(x), taking values in the SU(2) algebra, can be expressed
in terms of three real fields (according to the number of generators of the
SU(2) algebra),

Aµ(x) = −ig τ
a

2
Aa

µ(x), (4.34)

where a = 1, 2, 3; Aa
µ(x) are real fields; τa/2 are Hermitian generators of the

SU(2) algebra; the factor g, which is the same as in (4.33), is introduced
for convenience. Analogously, the strength tensor can be written as:

Fµν(x) = −ig τ
a

2
F a

µν(x). (4.35)

From the definition (4.32) we obtain

Fµν(x) = −ig τ
a

2
(∂µA

a
ν − ∂νA

a
µ) + (ig)2Aa

µA
b
ν

[
τa

2
,
τ b

2

]

= −ig τ
a

2
(∂µA

a
ν − ∂νA

a
µ) − g2Aa

µA
b
νiε

abc τ
c

2

= −ig τ
a

2
(∂µA

a
ν − ∂νA

a
µ + gεabcAb

µA
c
ν).

Consequently, the real components of the strength tensor F a
µν are expressed

in terms of the real fields Aa
µ as follows:

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gεabcAb

µA
c
ν . (4.36)

We note that the factors εabc arise here as a result of commutation of the
generators τa/2, i.e. they appear as structure constants of the group SU(2).

Problem 6. Let

ω(x) = 1 + i
τa

2
εa(x)

be infinitesimal gauge transformations with real parameters εa(x). Find
the transformations of the components Aa

µ(x) and express them in terms of
εa(x). Do the same for F a

µν(x).
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The Lagrangian of the gauge field (4.33) can be expressed in terms of
real components F a

µν :

LA =
1

2g2F
a
µνF

b
µν(−ig)2 Tr

τa

2
τ b

2
= −1

4
F a

µνF
a
µν .

In what follows, we shall use both the matrix fields Aµ and the real
components Aa

µ, and employ the terms ‘gauge fields’ for both. The same
applies to the matrix strength tensor Fµν and its real components F a

µν . We
note that the covariant derivative for a scalar field doublet (fundamental
representation of SU(2)) has the form

Dµϕ =
(
∂µ − ig

τa

2
Aa

µ

)
ϕ. (4.37)

Let us now discuss the choice of sign in the Lagrangian (4.33) and the
occurrence of the factor g in (4.34) and (4.35). Let us consider small
(linear) perturbations of the field about the state Aa

µ = 0. For this, in the
Lagrangian of the gauge field

LA = −1
4
F a

µνF
a
µν , (4.38)

we neglect terms of third and fourth order in the field Aa
µ, which are small

in comparison with quadratic terms, if the field Aa
µ is small at all points

of space–time. Then the Lagrangian for small perturbations will have the
form

L(2)
A = −1

4
(∂µA

a
ν − ∂νA

a
µ)(∂µA

a
ν − ∂νA

a
µ). (4.39)

This clearly decomposes into the sum of the Lagrangians for the fields
A1

µ, A
2
µ, A

3
µ, where each of these Lagrangians coincides with the Lagrangian

of electrodynamics. This was made possible thanks to the factor g in (4.34)
and (4.35). Equation (4.39) explains also the choice of sign in (4.33) (or,
what amounts to the same thing, in (4.38)): for this sign the energy of
fields with small amplitude will be positive.

It follows immediately from (4.39) that small physical excitations of
the field Aa

µ(x) comprise three types (a = 1, 2, 3) of transverse massless
(i.e. moving with the speed of light) waves, each of which is completely
analogous to electromagnetic waves in vacuum. The constant g appears in
the Lagrangian of the scalar field

Lϕ = (Dµϕ)†(Dµϕ) − V (ϕ†, ϕ)

and in the Lagrangian of the gauge field (4.38) only in terms of third and
fourth order (recall equation (4.37)), i.e. only in interaction terms. Thus g
is called the gauge coupling constant.
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Problem 7. Find the dimension of the field Aa
µ and the constant g in the

system of units � = c = 1.

Problem 8. Both in the theory of electromagnetic fields and non-Abelian
gauge theory, there is another gauge-invariant and Lorentz-invariant
quantity εµνλρTr (FµνFλρ) (for the electromagnetic field, εµνλρFµνFλρ)
which is quadratic in Fµν . One could try to use this as the additional
term in the Lagrangian of the gauge field. Show that, in the Abelian
and non-Abelian cases, this quantity is the full four-divergence ∂µKµ.
Find an expression for Kµ. Show that adding the full divergence of any
vector, depending on the field, to the Lagrangian, does not change the
field equations. Thus (4.33) is the only non-trivial classical Lagrangian,
quadratic in Fµν . (In quantum theory, adding a term constant ×
εµνλρTr (FµνFλρ) to the Lagrangian leads to non-trivial consequences).

4.3 Generalization to other groups

The generalization of the concept of the gauge field Aµ to other simple Lie
groups G is evident. The field Aµ takes values in the Lie algebra of the
group G, i.e.

Aµ(x) = gtaAa
µ(x),

where ta are generators of the group (anti-Hermitian generators for the
groups SU(n), antisymmetric real generators for SO(n), etc.). The tensor
Fµν also takes values in the Lie algebra and is given by formula (4.32).
Gauge transformations of the field Aµ and the strength Fµν , as before,
have the form

Aµ → A′
µ = ωAµω

−1 + ω∂µω
−1

Fµν → F ′
µν = ωFµνω

−1,

where ω(x) ∈ G at each point x (the arguments of Section 4.2, leading to
these formulae, did not use the fact that the group SU(2) was chosen for
the group G). As before, the only quadratic invariant is TrFµνFµν , so that
the Lagrangian of the gauge field has the form

LA =
1

2g2 TrFµνFµν .

We note that, if the Lie group were not compact, then its algebra would
not contain a positive-definite quadratic invariant, which, ultimately, would
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lead to the energy of small perturbations of the gauge field being unbounded
from below: a quadratic Lagrangian would contain both terms

−1
4
(∂µA

i
ν − ∂νA

i
µ)2,

and terms

+
1
4
(∂µA

j
ν − ∂νA

j
µ)2.

The terms of the second type would give rise to a negative field energy.
The expression for the tensor F a

µν in terms of the components Aa
µ

contains the structure constants of the group:

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gCabcA

b
µA

c
ν .

The derivation of this equation repeats the derivation of formula (4.36).
The number of field components Aa

µ is equal to the dimension of
the group G (for example, for the groups SU(n) the index a takes
the values 1, 2, . . . , n2 − 1). In a linear approximation, each of these
components describes a massless vector field, completely analogous to the
electromagnetic field in vacuum.

In the case when the gauge algebra is compact, but not simple, it is
convenient to work with each component U(1) and each simple component
separately. To each of these components correspond its own gauge field
and its own coupling constant. For example, a gauge-invariant analogue
of example (3) of Section 4.1 is as follows. As before, the field ϕiα(x)
transforms according to the fundamental representation of the group SU(n)
(i = 1, . . . , n) and according to the fundamental representation of the group
SU(m) (α = 1, . . . ,m). We introduce the gauge field of the group SU(n)

Aµ(x) = −igtaAa
µ(x),

where (ta)ij are Hermitian generators of the group SU(n), acting on the
first index of the field ϕiα, a = 1, . . . , n2 − 1. The constant g is the gauge
coupling constant for the group SU(n). Analogously, we introduce the
gauge fields for the group SU(m),

Bµ(x) = −ig̃t̃pBp
µ(x),

where (t̃p)αβ are generators of the group SU(m) acting on the second index
of the field ϕiα, p = 1, . . . ,m2 − 1, and g̃ is the coupling constant for the
group SU(m). We generalize the derivative of the field ϕiα,

∂µϕiα ≡ δj
i δ

β
α∂µϕjβ
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to the covariant derivative

(Dµϕ)iα = (δj
i δ

β
α∂µ − igδβ

αt
a
ijA

a
µ − ig̃δj

i t̃
p
αβB

p
µ)ϕjβ .

In other words,

(Dµϕ)iα = ∂µϕiα + (Aµ)ijϕjα + (Bµ)αβϕiβ

or, symbolically,

Dµϕ = (∂µ +Aµ +Bµ)ϕ,

where the matrix Aµ acts on the first index of the field ϕ and “does not
act” on the second (the converse holds for Bµ). The Lagrangian of the
model is of the form

L = (Dµϕ)∗
iα(Dµϕ)iα −m2ϕ∗

iαϕiα − λ(ϕ∗
iαϕiα)2

−1
4
F a

µνF
a
µν − 1

4
F̃ p

µνF̃
p
µν ,

where F a
µν is constructed from the field Aa

µ,

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gCabcA

b
µA

c
ν ,

where Cabc are the structure constants of the group SU(n); analogously,

F̃ p
µν = ∂µB

p
ν − ∂νB

p
µ + g̃C̃pqrB

q
µB

r
ν ,

where C̃pqr are the structure constants of the group SU(m).
Thus, in models, where the gauge group is not simple, the number of

gauge coupling constants is the same as the number of U(1) components
and simple components in the gauge group. We note, however, that
it is by no means mandatory to generalize all global symmetries to
gauge symmetries: depending on the physical situation, the model may
simultaneously have gauge invariance under the gauge group G, and global
invariance with respect to another group G′. For example, if we did not
introduce the vector potential Bµ into the previous model, it would have
SU(n) gauge symmetry and SU(m) global symmetry. Such a situation
occurs in strong interactions of light quarks, where there is a gauge group
SU(3)c and a global group SU(3)f . Another example of global invariance
in physics is the symmetry leading to conservation of the baryon number.

Problem 9. Construct a gauge generalization of the model of example (4)
of Section 4.1.

Further generalization is obtained by employing arbitrary group
representations, which transform scalar fields (in general, “matter fields”
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as opposed to gauge fields). We shall always assume that representations of
Lie groups and Lie algebras are unitary and anti-Hermitian, respectively.
Let T (ω) be a representation of a gauge group, and T (A) the corresponding
representation of the Lie algebra of the group. Without loss of generality,
we shall assume that ϕ comprises columns, so that T (ω) and T (A)
are unitary and anti-Hermitian matrices, respectively. Under gauge
transformations, ϕ becomes

ϕ′(x) = T (ω(x))ϕ(x) (4.40)

and, as before,

Aµ → A′
µ = ωAµω

−1 + ω∂µω
−1. (4.41)

We define the covariant derivative of the field ϕ as follows (assuming that
the gauge group is simple and that the representation is irreducible):

Dµϕ = [∂µ + T (Aµ)]ϕ, (4.42)

or

Dµϕ = (∂µ − igT aAa
µ)ϕ,

where T a are generators in the representation T :

T a = T (ta)

(with the group SU(n) in mind, we assume here that the generators of the
algebra ta are Hermitian, so that T a are also Hermitian matrices). The
covariant derivative defined in this way indeed transforms under the gauge
transformations (4.40), (4.41) in a covariant manner:

Dµϕ → (Dµϕ)′ = T (ω)Dµϕ. (4.43)

To verify this equation, it is sufficient to see that

T (ωAω−1) = T (ω)T (A)T (ω−1) (4.44)

and

T (ω∂µω
−1) = T (ω)∂µT (ω−1), (4.45)

where T (A) and T (ω∂µω
−1) are representations of elements of the algebra,

and T (ω) and T (ω−1) are representations of elements of the group. For the
rest, the reasoning is completely analogous to that given in Section 4.2.
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Problem 10. Show that equations (4.44) and (4.45) are indeed satisfied.
The gauge-invariant Lagrangian of the scalar field is constructed

completely analogously to Section 4.2:

Lϕ = (Dµϕ)†Dµϕ−m2ϕ†ϕ− λ(ϕ†ϕ)2

(generally speaking, it is possible to construct more than one fourth-order
invariant for the field ϕ in an irreducible representation of the group G;
occasionally it is also possible to construct cubic invariants, so the self-
interaction (ϕ†ϕ)2 is only an example).

As an example, we consider the field ϕ in the adjoint representation,
assuming the gauge group to be the group SU(n). Then ϕ(x) are matrices
in the Lie algebra (which we take to be Hermitian), such that

ϕ(x) = taϕa(x),

where ta are Hermitian generators of SU(n) (for n = 2 the generators are
equal to ta = τa/2, where τa are the Pauli matrices), the ϕa(x) are real
fields, a = 1, 2, . . . , n2 − 1. The covariant derivative (4.42) in this case is
equal to

Dµϕ = ∂µϕ+ ad (Aµ)ϕ = ∂µϕ+ [Aµ, ϕ]. (4.46)

It can be written in the form (Dµϕ is again an element of the SU(N)
algebra)

Dµϕ = ta(Dµϕ)a,

where (Dµϕ)a are real coefficients. We express these coefficients in terms
of the real fields Aa

µ and ϕa. From (4.46) we have

ta(Dµϕ)a = ta∂µϕ
a + (−igAb

µϕ
c)[tb, tc].

For Hermitian generators one has [tb, tc] = iCbcata, so that

(Dµϕ)a = ∂µϕ
a + gCabcAb

µϕ
c. (4.47)

The invariant quantities are

Tr (Dµϕ)(Dµϕ) =
1
2
(Dµϕ)a(Dµϕ)a

and

Trϕ2 =
1
2
ϕaϕa,

thus the gauge-invariant Lagrangian of the scalar field can be chosen in the
form

Lϕ = Tr (Dµϕ)2 −m2Trϕ2 − λ(Trϕ2)2
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or, in components,

Lϕ =
1
2
(Dµϕ)a(Dµϕ)a − m2

2
ϕaϕa − λ

4
(ϕaϕa)2. (4.48)

We note that the last expression contains only real fields ϕa and Aa
µ.

Problem 11. Construct all invariants of order up to and including four,
for the scalar field in the adjoint representation of the group SU(2).

Problem 12. The same for the group SU(3).
Fields, which transform under reducible representations of a gauge group

can conveniently be regarded as sets of independent fields, each of which
transforms under an irreducible representation.

We note one more distinction between non-Abelian theories and
electrodynamics. In electrodynamics, the field charge may take any value
and the ratio of the charges of two different fields may be arbitrary
(integer, rational, irrational). In other words, nothing prevents one from
choosing fields ϕ and χ, to transform under gauge transformations of
electrodynamics as

ϕ → eiαϕ

χ → eiqαχ.

The arbitrary constant will then appear in the covariant derivative

Dµχ = (∂µ − ieqAµ)χ

i.e. ultimately, in the interaction of the field χ with the electromagnetic
field. In non-Abelian theories, there is only one free constant g, determining
the interaction of the matter fields with the gauge field for each simple
component of the gauge group. If g is fixed, then the interaction of
the matter field with the gauge field is uniquely determined by the
representation under which the matter fields are transformed. In this
connection, non-Abelian charges are said to be “quantized”, unlike in
electrodynamics, where charges are not necessarily quantized, i.e. they are
not necessarily integer numbers (it is another matter, that the electric
charges of known particles are multiples of the electron charge; this is an
experimental fact, established with high accuracy, but which it is evidently
not possible to explain in the framework of electrodynamics).

The constructions considered in this section essentially exhaust
generalizations of the gauge model with the group SU(2) and the scalar
field doublet considered in Section 4.2; they can be used to construct a
gauge theory for any compact Lie group and any representation of scalar
fields.
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4.4 Field equations

We now obtain the field equations for gauge fields and matter fields in non-
Abelian gauge theories. We shall consider the case of a simple gauge group
and a scalar field, transforming according to an irreducible representation.
The action for such a system has the form

S = SA + Sϕ, (4.49)

where

SA =
∫
d4x

(
−1

4
F a

µνF
a
µν

)
(4.50)

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gCabcAb

µA
c
ν

and

Sϕ =
∫
d4x

[
(Dµϕ)†(Dµϕ) −m2ϕ†ϕ− λ(ϕ†ϕ)2

]
(4.51)

Dµϕ = ∂µϕ− igT aAa
µϕ. (4.52)

We have chosen the self-interaction of the scalar field in the simplest form
(ϕ†ϕ)2. We assume that T a are Hermitian generators in the representation
T .

Let us first consider the variation of the action SA with respect to the
real fields Aa

µ; this leads to equations for the gauge field in the absence of
matter fields. We obtain

δSA =
∫
d4x

(
−1

2
F a

µνδF
a
µν

)
, (4.53)

where

δF a
µν = ∂µδA

a
ν − ∂νδA

a
µ + gCabcAb

µδA
c
ν + gCabcδAb

µA
c
ν .

We note that the second and fourth terms in the last expression differ from
the first and the third by the substitution µ ↔ ν and by their sign. Using
this fact and the antisymmetry of the tensor F a

µν in the indices µ, ν, for
(4.53) we write

δSA =
∫
d4x

[−F a
µν(∂µδA

a
ν + gCabcAb

µδA
c
ν)

]
.

In the first term, we integrate by parts; in the second, we rename the indices
a, b, c and use the antisymmetry of Cabc. We obtain

δSA =
∫
d4x[∂µF

a
µν + gCabcAb

µF
c
µν ]δAa

ν . (4.54)
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Hence, we obtain equations for the gauge fields without matter:

∂µF
a
µν + gCabcAb

µF
c
µν = 0. (4.55)

We recall that the strength tensor Fµν transforms according to the adjoint
representation of the gauge group. Thus, the covariant derivative for it is
equal to (see (4.47), the Lorentz indices of Fµν are unimportant)

(DµFλρ)a = ∂µF
a
λρ + gCabcAb

µF
c
λρ. (4.56)

Consequently, the field equation (4.55) can be represented in the form

(DµFµν)a = 0. (4.57)

We note that the left-hand side of this equation transforms covariantly
(according to the adjoint representation) under gauge transformations.

Problem 13. Show that the tensor Fµν satisfies the Bianchi identity

εµνλρ(DνFλρ)a = 0. (4.58)

Equation (4.57) and the Bianchi identity (4.58) are non-Abelian analogues
of the Maxwell equations in electrodynamics. However, unlike the Maxwell
equations, the non-Abelian equations (4.57) and (4.50) contain, in addition
to the strength tensor, the vector potential Aa

µ; this is clear from (4.56). We
also remark that the covariant derivative (4.56) can be written in matrix
form

DµFλρ = ∂µFλρ + [Aµ, Fλρ],

where, as usual, Fλρ = −igtaF a
λρ.

Let us now consider the variation of the action Sϕ with respect to the
field Aa

µ. It follows from (4.52) that

(Dµϕ)† = ∂µϕ
† + igAa

µϕ
†T a (4.59)

so that
δ(Dµϕ)† = igϕ†T aδAa

µ (4.60)

(we assume that ϕ is a column and, correspondingly, ϕ† is a row; the
Hermitian matrices T a act from the right on ϕ†, so that (4.60) is an
equation between rows). Furthermore, from (4.52) we have

δ(Dµϕ) = −igT aϕδAa
µ,

thus

δSϕ =
∫
d4x[(Dνϕ)†(−igT aϕ) + igϕ†T aDνϕ]δAa

ν .
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We introduce the current

ja
ν = −i[ϕ†T aDνϕ− (Dνϕ)†T aϕ]. (4.61)

Then

δSϕ =
∫
d4x(−gja

ν )δAa
ν .

Taking into account (4.54) we hence obtain that the requirement that the
variation of the total action (SA + Sϕ) be equal to zero leads to a gauge
field equation involving matter fields

(DµFµν)a = gja
ν , (4.62)

which is analogous to Maxwell’s equation for electrodynamics with matter
fields.

We now find equations, following from the variation of the action with
respect to the scalar fields. The scalar fields are contained only in Sϕ, thus
it suffices to vary only this part of the action. As in electrodynamics, we
shall consider ϕ† and ϕ as independent variables and find the variation of
Sϕ with respect to ϕ† (in other words, if

ϕ =



ϕ1
...
ϕN


 ,

then ϕ† = (ϕ∗
1, . . . , ϕ

∗
N ) and we take variations with respect to all ϕ∗

i ,
i = 1, . . . , N , assuming they are independent of ϕi). Taking into account
(4.59) we obtain

δSϕ =
∫
d4x[(∂µδϕ

† + igAa
µδϕ

†T a)Dµϕ−m2δϕ†ϕ− 2λ(ϕ†ϕ)δϕ†ϕ].

Integrating by parts in the first term and requiring that δSϕ = 0, we find
the equation

(∂µ − igAa
µT

a)Dµϕ+m2ϕ+ 2λ(ϕ†ϕ)ϕ = 0. (4.63)

We remark that the quantity Dµϕ transforms under gauge transformations
according to the same representation T (ω) as the field ϕ itself (see (4.43);
as usual, the Lorentz index is unimportant). Thus, the covariant derivative
of Dµϕ is written in the form

DνDµϕ ≡ Dν(Dµϕ) = (∂ν − igAa
νT

a)Dµϕ.
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Consequently, equation (4.63) takes on the form

DµDµϕ+m2ϕ+ 2λ(ϕ†ϕ)ϕ = 0. (4.64)

Variation of the action with respect to ϕ leads to the Hermitian conjugate
equation.

The system of equations (4.62) and (4.64) is the complete system of
field equations in the model with action (4.49). Its generalization to more
complicated cases (semi-simple gauge group, several matter fields) can be
quite simply obtained for each specific model.

Problem 14. Show that the current ja
µ, defined according to (4.61),

transforms under gauge transformations according to the adjoint
representation of the gauge group. Thus, equation (4.62) contains covariant
quantities on the left- and right-hand sides (in other words, the left- and
right-hand sides transform in the same way under gauge transformations).

Problem 15. Verify the identity

(DµDνFµν)a = 0.

Show that if equations (4.64) are satisfied, then the equation

(Dµjµ)a = 0

for the current ja
µ is satisfied, where the covariant derivative is understood

in the sense of the adjoint representation of the gauge group. Thus,
equations (4.62) and (4.64) are consistent with one another.

Problem 16. Obtain equation (4.64) in the case of the gauge group
SU(n) and a scalar field in the adjoint representation, directly from the
Lagrangian (4.48). Write this equation and the current ja

ν , in (4.62), in
terms of real fields ϕa and Aa

µ.

Problem 17. The gauge theory with the action (4.49) is invariant, in
particular, under the global transformations

Aµ → A′
µ = ωAµω

−1

ϕ → ϕ′ = T (ω)ϕ,

where ω does not depend on x. Find the Noether current corresponding
to these transformations. Does it coincide with the current ja

µ in the field
equation (4.62)? Is the current covariant under gauge transformations? Is
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the Noether current equal to zero in the absence of matter fields? Write
equation (4.62) in terms of the Noether current and the tensor F a

µν .
Let us find the energy–momentum tensor in the model with action (4.49).

For this we use the method presented at the end of Section 2.8. Namely,
we introduce into the action the metric tensor gµν ; for example, instead of
(4.50), we write

SA =
∫
d4x

√−g
(

−1
4
gµνgλρF a

µλF
a
νρ

)
. (4.65)

The symmetric energy–momentum tensor is related to the variation of the
action with respect to gµν ,

δS =
1
2

∫
d4xT̃µνδg

µν , (4.66)

where we consider small deviations of gµν from the Minkowski tensor ηµν ,

gµν = ηµν + δgµν .

Bearing in mind that gµν is the inverse matrix to gµν , whence

g = det (gµν) =
1

det (gµν)
, (4.67)

we write

δg = −ηλρδg
λρ

(this formula is analogous to the relation det (1 + ε) = 1 + Tr ε, if ε is a
small matrix). Using (4.66) and (4.67), we obtain the energy–momentum
tensor for the gauge field without matter, whose action has the form (4.65):

T̃ (A)
µν = −F a

µλF
aλ
ν +

1
4
ηµν(F a

λρF
aλρ). (4.68)

In particular, the energy density of the gauge field is equal to

T̃
(A)
00 = F a

0iF
a
0i +

1
4
(−F a

0iF
a
0i − F a

i0F
a
i0 + F a

ijF
a
ij),

where the sum over spatial indices is taken with the Euclidean metric δij .
Finally, the energy of the gauge field has the form

E(A) =
∫
d3xT̃00 =

∫
d3x

(
1
2
F a

0iF
a
0i +

1
4
F a

ijF
a
ij

)
. (4.69)

We shall sometimes use the notation

F a
0i = Ea

i

F a
ij = −εijkH

a
k ,
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where Ea and Ha are non-Abelian analogues of the electric and magnetic
fields. In these terms, the energy of the gauge field is equal to

E(A) =
∫
d3x

(
1
2
EaEa +

1
2
HaHa

)
.

Analogously one can obtain an expression for the symmetric energy–
momentum tensor of the scalar field, interacting with the gauge field, the
action for which has the form (4.51):

T̃ (ϕ)
µν = 2(Dµϕ)†(Dνϕ) − ηµνLϕ, (4.70)

where

Lϕ = (Dλϕ)†(Dλϕ) −m2ϕ†ϕ− λ(ϕ†ϕ)2

is the Lagrangian of the scalar field. From (4.70), we obtain an expression
for the energy of the scalar field

E(ϕ) =
∫
d3x[(D0ϕ)†(D0ϕ) + (Diϕ

†)(Diϕ) +m2ϕ†ϕ+ λ(ϕ†ϕ)2]. (4.71)

The full energy–momentum tensor in the model (4.49) is equal to the
sum of the contributions (4.68) and (4.70),

T̃µν = T̃ (A)
µν + T̃ (ϕ)

µν . (4.72)

Correspondingly, the energy of the scalar and gauge fields is equal to

E = E(A) +E(ϕ),

where E(A) and E(ϕ) are given by formulae (4.69) and (4.71).
We note the evident fact that the symmetric energy–momentum tensor

is gauge invariant, while the energy is positive definite (we assume that for
the scalar field m2 ≥ 0). The positivity of the energy of the gauge field
is ensured, in particular, by the compactness of the Lie algebra (by the
existence of a positive-definite invariant of type EaEa).

Problem 18. Find the Noether energy–momentum tensor Tµν for models
of scalar and gauge fields with action (4.49). Choose the tensor Ωµλ

ν ,
antisymmetric in the indices µ, λ, such that

T̃µ
ν = Tµ

ν + ∂λΩµλ
ν ,

provided the field equations are satisfied, where T̃µν is given by the formula
(4.72).
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4.5 Cauchy problem and gauge conditions

In field theory models without gauge symmetries, the Cauchy problem for
the field equations is formulated in a quite evident way. For example, in
the model of a single scalar field with Lagrangian

L =
1
2
(∂µϕ)2 − V (ϕ)

the field equations take the form

∂µ∂µϕ+
∂V

∂ϕ
= 0,

or
∂2

t ϕ = −∂V

∂ϕ
+ ∇2ϕ, (4.73)

where ∂t ≡ ∂/∂t. Since equation (4.73) allows us to express the second
derivative of the field with respect to time in terms of ϕ and ∂tϕ, but ∂tϕ
is not determined by this equation, in order to find a solution near the
surface t = 0, we need to assign ϕ(x) and ∂tϕ(x) on this surface; in other
words, ϕ(x, t = 0) and ∂tϕ(x, t = 0) are Cauchy data.

The fact that formulation of the Cauchy problem in gauge theory is less
trivial can already be seen from the existence of different solutions of the
field equations with the same values of the fields and of their derivatives
with respect to time at the initial surface (let us say t = 0). Indeed, if
Aµ and ϕ is a solution of the field equations, then the gauge-transformed
configuration

A′
µ → ωAµω

−1 + ω∂µω
−1 (4.74)

ϕ′ → T (ω)ϕ

is also a solution of the field equations, where ω(x, t) can be chosen such
that ω(x, t = 0) = 1, and the derivative of ω with respect to t is equal to
zero at t = 0 (here, T (ω) is the representation of the gauge group, under
which matter fields are transformed). We shall discuss the Cauchy problem
for the system of equations (4.62) and (4.64)

(DµFµν)a = gja
ν (4.75)

DµDµϕ+
∂V

∂ϕ
= 0 (4.76)

in somewhat more detail.
Let us first consider equation (4.75) for ν = 0 (it is often called Gauss’s

equation or Gauss’s constraint),

(DiFi0)a = −gja
0 . (4.77)
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Since F a
i0 and ja

0 contain only first derivatives of the fields with respect to
time, Gauss’s constraint does not contain second derivatives with respect
to time. Moreover, it does not contain first derivatives of Aa

0 with
respect to time. Thus, on the Cauchy surface, it is not possible to assign
Aa

i , ∂tA
a
i , ϕ, ∂tϕ and Aa

0 arbitrarily: N conditions (4.77) are imposed upon
them, where N is the dimension of the gauge group.

Equations (4.75) with ν = i (spatial components) have the form

(D0F0i)a − (DjFji)a = gja
i . (4.78)

They contain second derivatives of Aa
i with respect to time and first

derivatives of Aa
0 with respect to time. One important property of Gauss’s

constraint (4.77) and equations (4.78) and (4.76) is their consistency; if
Gauss’s constraint is satisfied at the initial moment in time, then it is
satisfied at subsequent time instants if the fields satisfy equations (4.78)
and (4.76).

To check this assertion, we find

∂0Γ ≡ ∂0(DiFi0 + gj0),

where we use the matrix form for fields and current. We show that ∂0Γ = 0
at time t, if at that time Gauss’s constraint and equations (4.78) and (4.76)
are satisfied. Using Gauss’s constraint at time t, we write

∂0Γ = D0DiFi0 + gD0j0.

Furthermore, [D0, Di] = F0i (in this case, this equation has to be thought
of as the action of an operator in the adjoint representation), thus

D0DiFi0 = DiD0Fi0 + [F0i, Fi0] = DiD0Fi0.

We use equation (4.78) and write

∂0Γ = −Di(DjFji + gji) + gD0j0.

Furthermore, DiDjFji = 1
2 ([Di, Dj ])Fji = 1

2 [Fij , Fji] = 0, thus

∂0Γ = g(−Diji +D0j0) = gDµjµ.

Finally, from the results of Problem 15 of Section 4.4, it follows that when
equation (4.76) is satisfied, we have Dµjµ = 0, so that

∂0Γ = 0,

as required.
This property can be viewed in two ways. First, it is possible to satisfy

Gauss’s constraint at the initial time and then “forget” about it and use
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equations with second derivatives with respect to time, (4.76) and (4.78).
On the other hand, it is possible to use Gauss’s constraint for all times, in
which case N of the 3N equations of (4.78) will not be independent. These
two approaches are realized in different gauges.

1. The gauge A0 = 0. To fix the gauge freedom (4.74), we set

Aa
0 = 0

for all x and t. For the initial data we choose Aa, ∂tAa, ϕ, ∂tϕ, which,
however, satisfy Gauss’s constraint at the initial moment in time. The
second-order equations (4.76) and (4.78) are then used to evaluate
Aa and ϕ at t > 0. Gauss’s constraint will be satisfied automatically
for t > 0. This approach is convenient for real computations; its
disadvantage is the need to take explicit account of Gauss’s constraint
at t = 0.

2. Hamiltonian gauges. These are conditions imposed on the vector
potentials Aa, for example:

Aa
3 = 0

(axial gauge) or

∂iA
a
i = 0

(Coulomb gauge). By fixing the gauge in this way, the fields Aa
i

can (at least in principle) be expressed in terms of independent
components aa

α, α = 1, 2. For the initial data, we assign aa
α(x, t = 0)

and ∂ta
a
α(x, t = 0), together with, if matter is present, ϕ(x, t = 0)

and ∂tϕ(x, t = 0). Then Aa
0 at the initial moment in time is

determined from Gauss’s constraint. At subsequent times 2N out
of 3N equations (4.78) determine aa

α(x, t), while Aa
0 will be found

from Gauss’s constraint, and the remaining N equations of (4.78)
will be identically satisfied.

This approach is applied to the construction of the canonical
(Hamiltonian) formalism in quantum gauge theories.

Problem 19. Write down equations with only first derivatives with
respect to time for Yang–Mills fields without matter in the axial gauge
Aa

3 = 0, assuming that independent variables are Aa
α and Ea

α ≡ F a
0α,

α = 1, 2 and expressing Aa
0 in terms of these variables using Gauss’s

constraint. Show that these equations can be represented in the Hamiltonian
form

∂Aa
α

∂t
=

δH

δEa
α

,
∂Ea

α

∂t
= − δH

δAa
α

,
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where

H =
∫ (

1
2
Ea

αE
a
α +

1
4
F a

αβF
a
αβ +

1
2
Ea

3E
a
3 +

1
2
F a

3αF
2
3α

)
d3x.

In the latter expression, it is necessary to set Aa
3 = 0 in Ea

3 and F a
3α, and

express Aa
0 in terms of Aa

α and the Ea
α using Gauss’s constraint.

For an almost unique choice of solution of the gauge theory equations
one can also use covariant gauges like the Lorentz gauge:

∂µA
a
µ = 0.

As in Abelian gauge theory, a solution is determined modulo a function
satisfying some (nonlinear) equation, but otherwise arbitrary. Hence, it is
clear that gauges of the Lorentz type are not suitable for formulation of
the Cauchy problem. However, they are very convenient for computations
in quantum theory.



Chapter 5

Spontaneous Breaking of
Global Symmetry

In the situations considered up to now, symmetries (global and gauge)
have led to certain properties of small perturbations of the fields. Namely,
global symmetries in scalar theories have implied equality of the masses of
all small linear waves for fields belonging to the same representation of the
symmetry group, and also the same interaction properties of these fields
(see Section 4.1). Gauge symmetries have led to the masslessness of vector
gauge fields: indeed, expressions of the type

m2Aa
µA

a
µ

are not invariant under gauge transformations (and generally, it is
impossible to construct an invariant expression quadratic in Aa

µ which does
not contain derivatives), thus, adding these to the Lagrangian would clearly
violate the gauge invariance.

Here and in the next chapter, we consider a dynamical mechanism, which
leads to a dramatic modification of these properties in theories, where the
Lagrangians are invariant under global (Chapter 5) and gauge (Chapter 6)
transformations.

As previously mentioned, small perturbations of fields correspond to
particles. In nature, there exist both massless vector bosons (photons, and
also gluons, carriers of strong interactions between quarks) and massive
vector bosons (charged W± and neutral Z0, mediating weak interactions).
The mechanism considered in Chapter 6 (and its generalization) enables
us to describe the W± and the Z0 in the framework of gauge theories.
The breaking of global symmetry, studied in detail in Chapter 5, also
occurs in nature; an important example is the spontaneous breaking of
chiral symmetry in strong interactions. There are numerous examples

85
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of spontaneous symmetry breaking in condensed matter; one such is
superconductivity.

5.1 Spontaneous breaking of discrete
symmetry

Let us consider the theory of a single scalar field with Lagrangian

L =
1
2
(∂µϕ)2 − m2

2
ϕ2 − λ

4
ϕ4. (5.1)

This Lagrangian is invariant under the transformation

ϕ(x) → −ϕ(x), (5.2)

which are a discrete symmetry of the model. The energy functional for this
model has the form

E =
∫
d3x

[
1
2
(∂0ϕ)2 +

1
2
(∂iϕ)2 +

m2

2
ϕ2 +

λ

4
ϕ4

]
. (5.3)

For this energy to be bounded from below we require that

λ > 0

(the case λ = 0 is trivial and will not be considered), but there is no
constraint on the parameter m2.

Let us find the ground state in this model, the field configuration ϕ(x)
with minimal energy. From (5.3) it is clear that minimum energy is achieved
for fields which do not depend on time

∂tϕ(x, t) = 0 (5.4)

and are homogeneous in space

∂iϕ(x, t) = 0 (5.5)

(the first two terms in (5.3) are non-negative and are equal to zero only if
equations (5.4) and (5.5) are satisfied). In other words, a field configuration
in the ground state actually does not depend on x and t,

ϕ = constant.

We determine the constant from the requirement of minimality of the
potential

V (ϕ) =
m2

2
ϕ2 +

λ

4
ϕ4.

The cases m2 ≥ 0 and m2 < 0 need to be considered separately.
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1. m2 ≥ 0. The minimum of the potential is at

ϕ = 0.

This state is invariant under the transformation (5.2); we say
that the ground state does not break the symmetry of the model.
Perturbations about the ground state are described by the field ϕ
itself, and the Lagrangian for these perturbations coincides with the
original Lagrangian (5.1); the Lagrangian for perturbations about
the ground state (field excitations) is invariant under the discrete
symmetry (5.1).

2. m2 < 0. In this case, the potential has the form illustrated in
Figure 5.1. The field ϕ = 0, which is symmetric under the trans-
formation ϕ → −ϕ, corresponds to the maximum of the potential,
and there are two ground states:

ϕ = ±ϕ0

ϕ0 =
µ√
λ
,

where we have changed the notation,

µ2 = −m2 > 0, µ > 0.

Indeed,

∂V

∂ϕ
(ϕ = ±ϕ0) = ±ϕ0(−µ2 + λϕ2

0) = 0,

so that the minima of the potential are at ±ϕ.

If we “take away” all available energy from the field, then it will be
in one of the ground states, let us say at ϕ = +ϕ0. In order to transfer
the field from one ground state to the other, one has to add an energy,
proportional to the volume of the space (we recall that V (ϕ) is the energy
density of a homogeneous field; the potential energy of the homogeneous
field ϕ is equal to ΩV (ϕ), where Ω is the volume of the space). Thus, for a
system with a large spatial volume (Ω → ∞) we have to choose one of the
ground states and consider perturbations about it. Let us choose as the
ground state

ϕ = +ϕ0 ≡ µ√
λ

(we could equally well choose ϕ = −ϕ0, however, a specific choice is
necessary). This state is not invariant under the transformation ϕ → −ϕ;
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−ϕ0 +ϕ0

V (ϕ)

ϕ

Figure 5.1.

we say that the symmetry is spontaneously broken. The energy of the
ground state is equal to

E0 = ΩV (ϕ0) = −Ω
µ4

4λ
.

In what follows, we shall calculate the energy with respect to the energy
of the ground state (the zero-point energy can be chosen arbitrarily, if
gravitational interactions are not considered). For this, it is convenient to
consider, instead of the Lagrangian (5.1), a Lagrangian differing from that
by a constant:

L =
1
2
(∂µϕ)2 +

µ2

2
ϕ2 − λ

4
ϕ4 +

µ4

4λ
(5.6)

or, which amounts to the same thing,

L =
1
2
(∂µϕ)2 − λ

4
(ϕ2 − ϕ2

0)
2.

Here, the energy density of a homogeneous field (potential) is equal to

V (ϕ) =
µ

2
ϕ2 − λ

4
ϕ4 +

µ4

4λ
=
λ

4
(ϕ2 − ϕ2

0)
2,

so that V (ϕ0) = 0.
It is impossible to observe a homogeneous field itself in the ground state

directly; any observation has to do with changes of physical quantities in
space and in time. However, the fact that the ground state is non-trivial
leads to a number of consequences for perturbations about it.
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Let us consider perturbations χ(x) about ϕ = +ϕ0, i.e. we write

ϕ(x) = ϕ0 + χ(x). (5.7)

The Lagrangian for χ(x) is obtained by substituting (5.7) in the original
Lagrangian (5.6),

Lχ(χ) = L(ϕ0 + χ).

We have

∂µ(ϕ0 + χ) = ∂µχ,

Vχ(χ) = V (ϕ0 + χ) =
λ

4
((ϕ0 + χ)2 − ϕ2

0)
2.

Hence

Vχ(χ) = λϕ2
0χ

2 + (λϕ0)χ3 +
λ

4
χ4

= µ2χ2 +
√
λµχ3 +

λ

4
χ4.

Consequently, the Lagrangian for perturbations has the form

Lχ =
1
2
(∂µχ)2 − µ2χ2 −

√
λµχ3 − λ

4
χ4. (5.8)

This Lagrangian is not invariant under discrete transformations χ → −χ,
which might have been anticipated, since the ground state is not invariant.
The remnant of the symmetry ϕ → −ϕ in the Lagrangian (5.8) is a relation
between the mass of the field χ and cubic and quartic interaction constants:
an arbitrary polynomial Lagrangian of up to fourth order in field looks like

Lχ =
1
2
(∂µχ)2 − mχ

2
χ2 − αχ3 − β

4
χ4, (5.9)

where mχ, α, β are, generally speaking, arbitrary. For the theory with
spontaneous symmetry breaking we have, on the other hand,

m2
χ = 2µ2

α =
√
λµ

β = λ,

and so there exists one relation between α, β and mχ.
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Problem 1. Show that the Lagrangian for perturbations about the ground
state ϕ = −ϕ0 is equivalent to (5.8) (i.e. it reduces to (5.8) by change of
variables).

Thus, the phenomenon of spontaneous breaking of global symmetry
amounts to the fact that the ground state is not invariant under
the symmetry of the Lagrangian. Neither does the Lagrangian for
perturbations have the original symmetry; this symmetry manifests itself in
the relations between coupling constants and the masses of perturbations.

In quantum mechanics with two symmetric wells (potential of the
type illustrated in Figure 5.1) the ground state is a symmetric linear
superposition of wave functions, concentrated near each well. This property
of the ground state arises as a consequence of tunneling between the wells.
In field theory, this tunneling must take place simultaneously in the whole
space, thus its amplitude vanishes in the limit Ω → ∞. Indeed, let us write
down the action for spatially homogeneous fields ϕ(t):

S = Ω
∫
dt

[
ϕ̇

2
− V (ϕ)

]
.

This coincides with the action for a particle with mass

M = Ω

in the potential

U(ϕ) = ΩV (ϕ).

The amplitude of the tunneling between +ϕ0 and −ϕ0 is described by the
quantity

A ∝ exp
(

−
∫ +ϕ0

−ϕ0

√
2MUdϕ

)
,

therefore

A ∝ exp
(

−Ω
∫ +ϕ0

−ϕ0

√
2V (ϕ)dϕ

)
,

i.e. the amplitude of the tunneling tends exponentially to zero as Ω → ∞.
Thus, in quantum theory, it is legitimate to consider ϕ = +ϕ0 as the ground
state, if the spatial volume is sufficiently large.



5.2 Spontaneous breaking of global U(1) symmetry 91

5.2 Spontaneous breaking of global U(1)
symmetry. Nambu–Goldstone bosons

Let us consider the simplest case of continuous symmetry, U(1) symmetry.
Let

ϕ =
1√
2
(ϕ1 + iϕ2)

be a complex scalar field, with Lagrangian of the form

L = ∂µϕ
∗∂µϕ−m2ϕ∗ϕ− λ(ϕ∗ϕ)2 − c, (5.10)

where the constant c is introduced for convenience in what follows. The
Lagrangian (5.10) can also be written in terms of real fields (ϕ1, ϕ2) =
1√
2
(Reϕ, Imϕ),

L =
1
2
∂µϕi∂µϕi − m2

2
ϕiϕi − λ

4
(ϕiϕi)2 − c,

where the summation over i = 1, 2 is understood.
The Lagrangian (5.10) is invariant under global U(1) transformations

ϕ(x) → ϕ′(x) = eiαϕ(x) (5.11)

or, in terms of the fields ϕ1,2,

ϕ1 → cosαϕ1 − sinαϕ2 (5.12)
ϕ2 → sinαϕ1 + cosαϕ2.

Let us consider the field energy

E =
∫
d3x(∂0ϕ

∗∂0ϕ+ ∂iϕ
∗∂iϕ+ V (ϕ∗, ϕ)),

where
V (ϕ∗, ϕ) = m2ϕ∗ϕ+ λ(ϕ∗ϕ)2 + c. (5.13)

The ground state is again homogeneous in space–time, ϕ = constant, and
is a minimum of the potential (5.13).

For m2 ≥ 0, the ground state is ϕ = 0, and the excitations represent two
real fields ϕ1 and ϕ2 of equal mass with a special choice of the interaction
(ϕ2

1 + ϕ2
2)

2. The U(1) symmetry is not broken.
For m2 = −µ2 < 0, the potential V (ϕ) is a solid of revolution, with

“a Mexican hat shape”, as shown in Figure 5.2. It depends only on one
variable

|ϕ| =

√
ϕ2

1 + ϕ2
2

2
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ϕ0

ϕ1

ϕ2

V (ϕ1, ϕ2)

Figure 5.2.

and has a continuous set of minima

ϕ = eiα ϕ0√
2
,

where ϕ0 is determined from the condition(
∂V

∂|ϕ|
) (

ϕ0√
2

)
= 0

and is equal to

ϕ0 =
µ√
λ
.

We again need to choose one of the minima as the ground state and consider
excitations about that.

Although transitions between different minima can be completed
without increasing the potential energy by moving along the circle of
minima, they still require an infinite energy in the limit of infinite volume
of the space, Ω → ∞. Indeed, for a homogeneous field ϕ(t), the kinetic
term in the energy is proportional to the volume

Ekin = Ω|ϕ̇|2.
Therefore a change in the field in the whole space requires an infinite energy.
Thus, again, it is sufficient to consider just one of the minima.
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Let us consider the ground state

ϕ = ϕ0/
√

2, (5.14)

i.e. ϕ1 = ϕ0, ϕ2 = 0, and perturbations about that, described by the fields

ϕ1(x) = ϕ0 + χ(x) (5.15)
ϕ2(x) = θ(x).

We restrict ourselves to small perturbations, so we retain terms in the
Lagrangian which are quadratic in the perturbations χ and θ. We have
∂µϕ1 = ∂µχ, ∂µϕ2 = ∂µθ, and

V = −µ2

2
[(ϕ0 + χ)2 + θ2] +

λ

4
[(ϕ0 + χ)2 + θ2]2 +

µ4

4λ
,

where the constant c in (5.10) is chosen such that the energy of the ground
state is equal to zero.

To quadratic order in the fields χ and θ we obtain

V = µ2χ2.

There are no terms of type θ2 or χθ in the potential. This can be seen from
Figure 5.2: quadratic terms in χ and θ in the potential are the curvatures of
the potential along the directions ϕ1 and ϕ2; the curvature of the potential
along the direction ϕ2 is equal to zero at the point (ϕ1 = ϕ0, ϕ2 = 0), by
virtue of the U(1) symmetry (5.12).

Thus, the quadratic Lagrangian is equal to

L(2)
χ,θ =

1
2
(∂µχ)2 +

1
2
(∂µθ)2 − µ2χ2.

The field χ has mass mχ =
√

2µ, while the field θ remains massless. The
occurrence of the massless mode is directly related to the presence of the
U(1)-symmetry in the Lagrangian and to the non-symmetric nature of
the ground state (Nambu 1960, Vaks and Larkin 1961, Goldstone
1961). This massless field is called the Nambu–Goldstone field and the
corresponding particle is the Nambu–Goldstone boson.

The connection between the Nambu–Goldstone mode and symmetries
of the Lagrangian can also be illustrated as follows. Let us consider small
perturbations of the field about a non-symmetric ground state, such that
ϕ is not equal to zero anywhere in space–time (this is only possible if the
symmetry is spontaneously broken!). Then, we can introduce variables ρ(x)
and α(x),

ϕ(x) = eiα(x)ρ(x). (5.16)
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Since the Lagrangian is symmetric under the transformations (5.11) the
potential does not contain the field α(x) (this is also clear from (5.13)), i.e.
the field α(x) only appears in the Lagrangian via the derivative ∂µα(x).
The absence of a term of type α2(x) in the Lagrangian means that α(x) is
a massless field.

Thus, in the example of the model with U(1) symmetry, we have seen
that spontaneous breaking of continuous global symmetry (the Lagrangian
is symmetric, the ground state is not) leads to the occurrence of massless
perturbations, called Nambu–Goldstone modes. This statement is of a
general nature, as we shall see in Sections 5.3 and 5.4.

The particles closest to Nambu–Goldstone bosons are the π± and π0-
mesons. The corresponding symmetry is the chiral invariance of strong
interactions. The fact that the masses of π-mesons are non-zero has to
do with small terms in the Lagrangian, which explicitly break the chiral
symmetry.

Problem 2. Find the full Lagrangian for the fields χ and θ, defined by
(5.15). How many independent constants does it contain?

Problem 3. Show that choice of the ground state in the form

ϕ1 = ϕ0 cosα
ϕ2 = ϕ0 sinα

leads to the full Lagrangian for the perturbations, equivalent to that found
in the previous example.

Problem 4. Write the full Lagrangian for perturbations about the ground
state in terms of the fields α(x) and ∆ρ(x) = ρ(x) − ρ0. Find the relation
between α(x) and the Nambu–Goldstone mode θ(x) to the leading order in
the fields.

5.3 Partial symmetry breaking: the SO(3)
model

Global symmetry of the Lagrangian may be broken incompletely. An
example of partial symmetry breaking arises in the model with three real
fields ϕa, a = 1, 2, 3 and Lagrangian

L =
1
2
∂µϕ

a∂µϕ
a − V (ϕ), (5.17)
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where

V (ϕ) = −µ2

2
ϕaϕa +

λ

4
(ϕaϕa)2 +

µ4

4λ
. (5.18)

In (5.17) and (5.18) summation over a is understood; we suppose that
µ2 > 0.

The Lagrangian (5.17) has a global SO(3) symmetry (rotation in three-
dimensional internal space). The ground state is a homogeneous field
in space–time, minimizing the potential V (ϕ). The potential V (ϕ) has
minima at

ϕaϕa = ϕ2
0,

where

ϕ0 =
µ√
λ
.

Thus, the set of all possible ground states is a two-dimensional sphere of
radius ϕ0. As the ground state (we shall call it the classical vacuum of the
model) one can choose any point on the sphere; let us choose

ϕ1 = ϕ2 = 0
ϕ3 = ϕ0.

Unlike in the previous example, the vacuum vector �ϕ(0) = (0, 0, ϕ0) does
not break the symmetry completely; there is a non-trivial subgroup of the
group SO(3), under which the vacuum vector is invariant:

ω�ϕ(0) = �ϕ(0). (5.19)

This subgroup is the group SO(2) of rotations in the space of the fields
about the third axis

ϕ1 → cosαϕ1 − sinαϕ2

ϕ2 → sinαϕ1 + cosαϕ2

ϕ3 → ϕ3.

It is clear that the Lagrangian for perturbations about the chosen classical
vacuum will be invariant under this group SO(2). Let us find the quadratic
part of this Lagrangian and, in particular, determine which perturbations
are massless Nambu–Goldstone modes.

Let us introduce the fields of perturbations χ(x), θ1(x), θ2(x), such that

ϕ1(x) = θ1(x)
ϕ2(x) = θ2(x) (5.20)
ϕ3(x) = ϕ0 + χ(x).
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The potential term in the Lagrangian for the perturbations has the form

V = −µ2

2
[
(θ1)2 + (θ2)2

] − µ2

2
(ϕ0 + χ)2

+
λ

4
[
(θ1)2 + (θ2)2 + (ϕ0 + χ)2

]2
+
µ4

4λ
, (5.21)

and the kinetic term is equal to

Lkin =
1
2
(∂µθ

1)2 +
1
2
(∂µθ

2)2 +
1
2
(∂µχ)2. (5.22)

From (5.21) and (5.22) we see that the Lagrangian of the perturbations
L = Lkin − V is invariant under SO(2) rotations of the fields θ1 and θ2,
since it contains only combinations of type (θ1)2 +(θ2)2. Of course, it does
not have full SO(3) symmetry.

Evaluating (5.21), we see that the quadratic part of the potential
contains only χ2, so that the quadratic Lagrangian for the perturbations is
of the form

L(2) =
1
2
(∂µθ

1)2 +
1
2
(∂µθ

2)2 +
1
2
(∂µχ)2 − µ2χ2.

Consequently, θ1 and θ2 are massless Nambu–Goldstone fields. The fact
that there must indeed be two real Nambu–Goldstone modes is clear from
the following arguments. Of the three generators of the group SO(3), one
generator annihilates the vacuum �ϕ(0) = (0, 0, ϕ0):

th�ϕ
(0) = 0. (5.23)

This is the generator of the unbroken subgroup SO(2): equation (5.23)
is equivalent to (5.19) for ω close to unity, ω = 1 + εth, where ε is a
small parameter. The two other generators (and any linear combinations
of them) do not annihilate the vacuum, otherwise, the unbroken subgroup
should be larger than SO(2). We form two vectors

�n1 = t1�ϕ
(0) (5.24)

�n2 = t2�ϕ
(0)

where t1, t2 are broken generators (i.e. they do not annihilate the vacuum
�ϕ(0)). The vectors �n1 and �n2 are linearly independent (otherwise a linear
combination of t1 and t2 would annihilate the vacuum). Moreover, if θ̃1

and θ̃2 are small then the vector

�ϕ = �ϕ(0) + θ̃1�n1 + θ̃2�n2

is one of classical vacua, near �ϕ(0): indeed

�ϕ = (1 + θ̃1t1 + θ̃2t2)�ϕ(0) = ω�ϕ(0),
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where ω is close to the unit element of SO(3). Thus to the first non-trivial
order in θ̃1, θ̃2 we have

V (�ϕ) = V (�ϕ(0)),

i.e.

V (�ϕ(0) + θ̃1�n1 + θ̃2�n2) = 0

(we have taken into account that V (�ϕ(0)) = 0). Since �ϕ(0) is the point of
the minimum of the potential V , the first non-trivial order is quadratic.
Thus, for deviations from the vacuum �ϕ(0) of the form

�ϕ(x) = �ϕ(0) + θ̃1(x)�n1 + θ̃2(x)�n2 (5.25)

the quadratic part of the potential does not contain θ̃1 and θ̃2, i.e. the fields
θ̃1 and θ̃2 are massless.

For the group SO(3) the generators have the form

(ta)bc = εabc,

and the chosen classical vacuum is equal to

ϕ(0)a = δa3ϕ0.

The unbroken generator is t3, since

(t3)bcϕ
(0)c = ε3bcδ

c3ϕ0 = 0.

The broken generators are t1 and t2 and the vectors in (5.24) are equal to

na
1 = (t1)abϕ

(0)b = ε1abδ
b3ϕ0 = δa2ϕ0

na
2 = ε2abδ

b3ϕ0 = −δa1ϕ0.

It follows from (5.25) that the field with massless perturbations has the
form

�ϕ(x) = (−θ̃2(x)ϕ0, θ̃
1(x)ϕ0, ϕ0).

Comparing this expression with (5.20) at χ = 0, we have a relation between
the fields θ̃1,2 constructed above and the fields θ1,2 used in the explicit
calculations

θ1 = −θ̃2ϕ0

θ2 = θ̃1ϕ0.
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Thus, modulo the notation and the normalization, the fields constructed
using (5.24) coincide with the Nambu–Goldstone modes which we found
explicitly.

The construction described here generalizes to the case of an arbitrary
compact global group and an arbitrary unitary representation of scalar
fields. This generalization is called the Goldstone theorem and is studied
in the next section.

Generally speaking, we might not be so lucky with the choice of fields
of perturbations θ1(x), θ2(x) and χ(x) (see formula (5.20)) that the fields
θ1 and θ2 are at once Nambu–Goldstone modes. It would be possible to
introduce three linearly independent vectors �n1, �n2 and �n3 and write for
the field with perturbations, instead of (5.20),

�ϕ(x) = �ϕ(0) + �niξ
i(x),

where �ϕ(0) = (0, 0, ϕ0), and the ξi are the fields of perturbations. Then,
the kinetic term in the Lagrangian of the perturbations would have the
form

Lkin =
1
2
∂µξ

i∂µξ
j · (�ni · �nj),

and the quadratic contribution to the potential would have the structure

V (2)(�ϕ) =
1
2
Mijξiξj , (5.26)

where Mij is some real symmetric matrix, independent of the coordinates
(mass matrix for the fields ξi). To bring the quadratic Lagrangian to
canonical form (5.22), we need to do the following.

1. Choose the vectors �ni to be orthogonal (�ni·�nj) = δij . Then the kinetic
term in the quadratic Lagrangian will have the canonical form

Lkin =
1
2
∂µξ

i∂µξ
i,

but the potential terms, as before, will have the structure (5.26).

2. Next perform an orthogonal transformation of the fields ξi, i.e.
introduce fields

ξ′i = Oi
jξ

j ,

whereOi
j is an orthogonal matrix. In terms of the fields ξ′i, the kinetic

part of the Lagrangian, as before, is of canonical form. The matrix
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Oi
j should be chosen such that the quadratic term in the potential

takes the form

V (2) =
1
2

∑
i

m2
i ξ

′iξ′i,

i.e. so that the matrix (OTMO) is diagonal. Such a matrix O always
exists; it follows from (5.21) that in the model in question, two
eigenvalues m2

i of the matrix M are equal to zero.

Problem 5. Consider the theory of three complex scalar fields fi(x), i =
1, 2, 3, with Lagrangian

L = ∂µf
∗
i ∂µfi + µ2f∗

i fi − λ(f∗
i fi)2.

a) Find the global symmetry group for this Lagrangian. b) Find the set
of ground states of the model. Choosing one of them, find the unbroken
subgroup. c) By considering perturbations about the ground state find the
Nambu–Goldstone modes and the masses of the remaining perturbations.
d) To which representations of the unbroken subgroup do the Nambu–
Goldstone modes and massive modes belong?

5.4 General case. Goldstone’s theorem

As the general case, we shall consider the theory with scalar fields which,
for definiteness, we shall assume to be real (a complex field is equivalent
to a pair of real fields). Suppose G is the global symmetry group of the
Lagrangian; we shall restrict ourselves to the physically interesting case of
a compact group G. We shall denote the set of scalar fields by ϕ(x); for
each x, the field ϕ(x) takes values in the space of the unitary (generally
speaking, reducible) representation T (ω) of the group G. We choose the
Lagrangian in the form

L =
1
2
(∂µϕ, ∂µϕ) − V (ϕ), (5.27)

where (ϕ1, ϕ2) is the scalar product in the space of the fields. The unitarity
of the representation T (ω) implies that the kinetic term in the Lagrangian
is invariant under the action of the group G; for invariance of the potential
term, we require

V (T (ω)ϕ) = V (ϕ)

for all ω ∈ G.
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Suppose the minimum of the potential V (ϕ) is non-trivial. We choose
as the ground state the homogeneous field

ϕ(x) = ϕ0.

The homogeneity of the field configuration of the ground state arises, as
in the examples considered earlier, from the requirement of minimality
(equality to zero) of the gradient terms in the energy; the value of ϕ0
realizes a minimum of the potential, which we write symbolically as

∂V

∂ϕ
(ϕ = ϕ0) = 0.

Suppose further that H is the subgroup of the group G which is the
stationary subgroup of the classical vacuum ϕ0, i.e.

T (h)ϕ0 = ϕ0 (5.28)

for all h ∈ H. The fact that the set of all elements h ∈ G satisfying (5.28)
actually forms a subgroup of G follows from the basic properties of group
representations: indeed, for all h, h1, h2 ∈ H (see also Section 3.1)

T (h1h2)ϕ0 = T (h1)T (h2)ϕ0 = T (h1)ϕ0 = ϕ0,

and from

T (h−1)T (h)ϕ0 = ϕ0

it follows that

T (h−1)ϕ0 = ϕ0,

i.e. h1h2 and h−1 belong to H. We shall call H the unbroken subgroup for
the model (5.27).

Let th be generators of the subgroup H. Since (1 + εhth) are close to
the unit element of H, the following holds for them

T (1 + εhth)ϕ0 = ϕ0. (5.29)

On the other hand, by the definition of the representation of the algebra
T (1 + εhth) = 1 + εhT (th), and introducing the notation Th = T (th) for
the representation of the generators, from (5.29) we have

Thϕ0 = 0.

We divide the generators of the group G into two families {th} and {t′α},
where th are the generators of the group H and t′α supplement the family
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{th} to form a full orthonormalized set. If RG and RH are the dimensions
of the groups G and H, respectively, then the family {th} consists of RH

generators, and the family {t′α} of (RG − RH) generators. We note that
any element A of the Lie algebra, annihilating the classical vacuum, i.e.

T (A)ϕ0 = 0,

is a linear combination of the generators th:

A = ahth

(any element of G near the unit element which has the form (1 + εA) and
leaves vacuum invariant, by definition belongs to H). Thus, none of the
generators t′α or their linear combinations annihilate the vacuum,

T (cαt′α)ϕ0 �= 0 (5.30)

for non-zero cα. Generators of type t′α will be called broken generators.
Let us now consider perturbations of the field ϕ(x) about the ground

state ϕ0, i.e. we write

ϕ(x) = ϕ0 + χ(x)

where the χ(x) are new dynamical variables. The Lagrangian for the fields
χ(x) has the form

Lχ(χ) =
1
2
(∂µχ, ∂µχ) − V (ϕ0 + χ).

Let us show, in the first place, that Lχ is invariant under the global group
H. Let h be any element of the group H. We need to show that

Lχ(T (h)χ) = Lχ(χ). (5.31)

Since
Lχ(χ) = L(ϕ0 + χ) (5.32)

we can write
Lχ(T (h)χ) = L(ϕ0 + T (h)χ). (5.33)

Moreover, by virtue of the fact that T (h)ϕ0 = ϕ0 and the linearity of the
operator T (h) we have

L(ϕ0 + T (h)χ) = L(T (h)(ϕ0 + χ)). (5.34)

Furthermore, L(ϕ) is invariant under the whole group G and, in particular,
under its subgroup H. Consequently,

L(T (h)(ϕ0 + χ)) = L(ϕ0 + χ). (5.35)
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The chain of equations (5.33), (5.34) and (5.35) proves the desired relation
(5.31).

Among the perturbations χ(x) one can identify those which have a
structure of the form

χα(x) = θα(x)T ′
αϕ0 (5.36)

(no summation with respect to α), where α = 1, . . . , RG − RH ; and the
θα(x) are (RG −RH) real scalar fields. As always, T ′

α = T (t′α) are broken
generators in the representation T . By virtue of (5.30), these perturbations
are linearly independent, i.e. the θα(x) are independent fields. Goldstone’s
theorem says that the fields θα(x) are massless. To convince ourselves of
its validity, we write an arbitrary perturbation in the form

χ(x) = θα(x)T ′
αϕ0 + η(x), (5.37)

where the field η(x) comprises modes differing from θα (in (5.37) summation
over α is understood). We have to show that the expansion of the potential

V (ϕ0 + θαT
′
αϕ0 + η) (5.38)

for small θα and η does not contain terms in θαθβ or θαη, i.e. the quadratic
part of the potential contains only η(x) (since the classical vacuum is the
minimum of V (ϕ), (5.38) does not contain any terms linear in θα and η).

Let us consider the expression

V [T (g)(ϕ0 + η)],

where g is an element of the group G of the form

g = 1 + θαt
′
α +Bθ2

(terms of the order of θ2 are written in symbolic form). By virtue of the
invariance of the potential under the group G we have

V [T (g)(ϕ0 + η)] = V (ϕ0 + η). (5.39)

On the other hand,

V [T (g)(ϕ0 + η)] = V (ϕ0 + θαT
′
αϕ0 + η + B̃θ2 + θαT

′
αη), (5.40)

where we have omitted terms of cubic and higher order in the perturbations
θα and η, terms of the order of θ2 are again written in symbolic form.
We expand the right-hand side of (5.40) into a series around the point
(ϕ0 + θαT

′
αϕ0 + η):

V [T (g)(ϕ0 + η)] = V (ϕ0 + θαT
′
αϕ0 + η) (5.41)

+
[
∂V

∂ϕ
(ϕ0 + θαT

′
αϕ0 + η)

]
(Bθ2 + θαT

′
αη),
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where we have again neglected terms of cubic and higher order and have
written the second term in a very sketchy form. The second term, in
reality, is equal to 0 in quadratic order in the fields: the potential has a
minimum at the point ϕ0, thus its derivative in (5.41) is at least linear
in the perturbations, and is multiplied by a quadratic expression. Using
(5.39), we obtain to quadratic order:

V (ϕ0 + θαT
′
αϕ0 + η) = V (ϕ0 + η),

so that the quadratic part of the potential does not contain the fields θα,
as required.

Problem 6. Show that the Nambu–Goldstone fields θα(x) and the
massive scalar fields uα(x), which together form all possible excitations over
the vacuum, can be chosen such that the quadratic part of the Lagrangian
has the canonical form

L =
1
2

∑
α

∂µθα∂µθα +
∑
α

(
1
2
∂µua∂µuα +

m2
a

2
uaua

)
.

Thus, Goldstone’s theorem asserts that in a theory with spontaneously
broken global symmetry, there are at least1 as many massless scalar (or
pseudoscalar) fields, as there are broken generators. It also provides
a technique for identifying explicitly massless fields in the set of all
perturbations about a non-trivial vacuum ϕ0 (formula (5.36)).

To end this chapter, we note that we have mainly considered potentials
V (ϕ) having the form of a polynomial of degree four in the fields. In
classical theory, one might consider arbitrary functions V (ϕ), compatible
with invariance under the symmetry group of the model. The results of
this chapter remain valid for any V (ϕ) having non-trivial minima, where
symmetry is broken spontaneously. As mentioned earlier, in quantum
theory, there are constraints on the structure of the scalar potential V (ϕ),
depending on the space–time dimensionality.

1There may be more massless fields than the number of broken generators. Such a
situation often arises in supersymmetric theories.
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Chapter 6

Higgs Mechanism

6.1 Example of an Abelian model

In this chapter we consider the situation with a non-trivial ground state of
a scalar field in models with gauge invariance (Anderson 1963, Englert and
Brout 1964, Higgs 1964, Guralnik et al. 1964). We shall sometimes use the
term “spontaneous symmetry breaking” in this case also, although, unlike
in the models with global symmetry considered in Chapter 5, breaking of
gauge invariance does not occur in reality. As the simplest example, we
consider a model with U(1) gauge symmetry. We choose the Lagrangian
in the form

L = −1
4
FµνFµν + (Dµϕ)∗Dµϕ− [−µ2ϕ∗ϕ+ λ(ϕ∗ϕ)2], (6.1)

where ϕ is a complex scalar field, Fµν = ∂µAν−∂νAµ, Dµϕ = (∂µ−ieAµ)ϕ.
From the beginning we choose the square of the mass to have negative sign
in the scalar field potential

V (ϕ∗, ϕ) = −µ2ϕ∗ϕ+ λ(ϕ∗ϕ)2,

since that is our interest in this chapter. We recall that the Lagrangian
(6.1) is invariant under the gauge transformations

Aµ(x) → A′µ(x) = Aµ(x) +
1
e
∂µα(x)

ϕ(x) → ϕ′(x) = eiα(x)ϕ(x),

where α(x) is an arbitrary real function.
To find the ground state, we write down the energy functional for the

105
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fields Aµ and ϕ:

E(Aµ, ϕ) =
∫
d3x

[
1
2
(F0i)2 +

1
4
(Fij)2 (6.2)

+(D0ϕ)∗D0ϕ+ (Diϕ)∗Diϕ+ V (ϕ∗ϕ)

]
.

The ground state is that configuration of the fields Aµ, ϕ which minimizes
the energy. It is immediately clear that there is a functional freedom in the
choice of the ground state: the energy E(Aµ, ϕ) is gauge invariant, thus if
(A(v)

µ , ϕ(v)) is a ground state, then (A(v)
µ + 1

e∂µα, eiαϕ(v)) is also a ground
state for any function α(x). As in Chapter 5, we need to choose a ground
state from this family of classical vacua and study excitations about it.

The first two terms in the integrand (6.2) are minimal (equal to zero),
when the electric and magnetic fields are equal to zero, i.e. Aµ(x) is a pure
gauge,

Aµ =
1
e
∂µα(x). (6.3)

The third and fourth terms are minimal (equal to zero) when

Dµϕ = (∂µ − i∂µα)ϕ = 0,

i.e.
ϕ(x) = eiα(x) 1√

2
ϕ0, (6.4)

where ϕ0 does not depend on x (the factor 1/
√

2 was introduced for
convenience). The constant ϕ0 is determined from minimization of the
potential V (ϕ∗, ϕ) and is equal to

ϕ0 =
µ√
λ
. (6.5)

Thus, all possible ground states are determined by formulae (6.3), (6.4)
and (6.5); as mentioned earlier, we need to choose one of these (it does not
matter which one). Let us choose α = 0, so that the vacuum configuration
has the form

A(v)
µ = 0, ϕ(v) =

1√
2
ϕ0. (6.6)

Let us now consider excitations about the ground state. Excitations of
the field Aµ are described by the vector potential itself and excitations of
the scalar field by two real fields χ(x) and θ(x), such that

ϕ(x) =
1√
2
(ϕ0 + χ(x) + iθ(x)). (6.7)
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We recall that in the analogous model with global U(1) symmetry
(Section 5.2) the field θ was a massless Nambu–Goldstone field and χ was
massive.

Let us find the spectrum of small (linear) waves about the ground state
(6.6). For this, we calculate the Lagrangian in terms of the fields Aµ, χ and
θ to a quadratic order in these fields. We use the fact that to quadratic
order

V (ϕ) = µ2χ2

modulo an irrelevant additive constant (we performed this computation in
Section 5.2), and also

Dµϕ =
1√
2
(∂µχ+ i∂µθ − ieϕ0Aµ)

modulo quadratic terms in the fields Aµ, χ and θ. Thus, the quadratic
Lagrangian has the form

L(2) = −1
4
F 2

µν +
1
2
|∂µχ+ i∂µθ − ieϕ0Aµ|2 − µ2χ2

(recall that F 2
µν is quadratic in Aµ). Evaluating the square of the modulus,

we obtain

L(2) = −1
4
F 2

µν +
1
2
(∂µχ)2 − µ2χ2 +

e2ϕ2
0

2

(
Aµ − 1

eϕ0
∂µθ

)2

. (6.8)

We have encountered a somewhat unusual situation: the last term in (6.8)
contains, in addition to the expressions A2

µ and (∂µθ)2, a cross term Aµ∂µθ.
In order to bring the quadratic Lagrangian to canonical form (sum of the
Lagrangians of the individual fields) we change the field variables: instead
of the fields Aµ and θ, we introduce the fields

Bµ = Aµ − 1
eϕ0

∂µθ

and θ. Then, the quadratic Lagrangian will have the form

L(2) = −1
4
B2

µν +
e2ϕ2

0

2
BµBµ +

1
2
(∂µχ)2 − µ2χ2, (6.9)

where Bµν = ∂µBν − ∂νBµ.
The Lagrangian (6.9) is the sum of the Lagrangian of the massive vector

field Bµ with mass

mV = eϕ0 =
e√
λ
µ
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and the Lagrangian of the massive scalar field χ with mass

mχ =
√

2µ.

The field θ(x) does not appear in the Lagrangian at all: it need not satisfy
any field equations, i.e. an arbitrary function of the coordinates θ(x) is an
extremum of the action with respect to the field θ.

The most interesting things about the Lagrangian (6.9) are the
appearance of a mass for the vector field and the disappearance of the field
θ(x). The field θ(x) would be a Nambu–Goldstone field if the symmetry
were global rather than gauge. Loosely speaking, the vector field has “eaten
up” a Nambu–Goldstone field and has acquired a mass. Herein lies the
essence of the Higgs mechanism. We stress that the massive vector field
appeared in the theory with a gauge-invariant Lagrangian.

In addition to the vector field Bµ, the spectrum of the excitations
includes the scalar field χ. We shall see that this always occurs in models
where vector bosons acquire mass via the Higgs mechanism; this scalar field
is called the Higgs field and the corresponding particle is the Higgs boson
(the term “Higgs field” is also applied to the whole of the scalar field ϕ(x),
whose vacuum value is non-trivial).

Problem 1. Choose the ground state in the form

A(v)
µ (x) =

1
e
∂µα(x)

ϕ(v)(x) =
1√
2
eiα(x)ϕ0,

where α(x) is a fixed function. By considering fields of the form

Aµ = A(v)
µ + aµ

ϕ = ϕ(v) + ξ,

where aµ and ξ are small perturbations, show that the spectrum of linear
waves is described by a Lagrangian equivalent to (6.9).

Let us make some remarks in connection with the above. First,
we determine the properties of the fields Bµ and χ under gauge
transformations. The gauge function α(x) is assumed to be small, such
that if Aµ is small, then

A′µ = Aµ +
1
e
∂µα(x)

is also small, and may be treated in a linear approximation. We note that
for small gauge transformations

ϕ → ϕ′ = ϕ+ iαϕ. (6.10)
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To find the form of transformations for the fields χ and θ, we write

ϕ =
1√
2
(ϕ0 + χ+ iθ)

ϕ′ =
1√
2
(ϕ0 + χ′ + iθ′),

and from (6.10) we obtain to linear order in χ, θ and α that

χ′ + iθ′ = (χ+ iθ) + iαϕ0

or

χ′ = χ (6.11)
θ′ = θ + αϕ0.

Thus, the field χ is gauge invariant, but the field θ(x) is shifted by α(x)ϕ0.
The field Bµ is also gauge invariant: for gauge transformations we have

B′µ = A′µ − 1
eϕ0

∂µθ
′ = Aµ +

1
e
∂µα− 1

eϕ0
∂µθ − 1

eϕ0
ϕ0∂µα

= Aµ − 1
eϕ0

∂µθ = Bµ.

Thus,1 the Lagrangian (6.9) contains only gauge-invariant variables.
The fact that the field θ(x) is arbitrary is explained by formula (6.11); for a
given θ(x), the function α(x) can be chosen to make the gauge-transformed
field θ′(x) an arbitrary preassigned function.

Let us now compare the number of degrees of freedom in the theory
with a trivial vacuum (i.e. m2 > 0) and in the theory with the Higgs
mechanism. In the theory with a trivial vacuum, there is a massless vector
field (two physical degrees of freedom plus an arbitrary gauge function) and
a complex massive scalar field (two degrees of freedom), making a total of
four physical degrees of freedom (and one gauge function). In the theory
with the Higgs mechanism, the massive vector field has three degrees of
freedom (we recall that the field Bµ satisfies the condition ∂µBµ = 0, and
each of its components is subject to the Klein–Gordon equation), while the
field χ has one degree of freedom, making a total of four physical degrees
of freedom (plus one gauge function, or, what amounts to the same thing,
an arbitrary function θ(x)). Thus, the number of degrees of freedom is the
same in these cases; however, for the Higgs mechanism, the vector field
takes away one degree of freedom from the scalar field.

1This has only been shown here for small gauge functions α(x). The general case is
contained in Problem 2.
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At first glance, it seems that the unphysical degree of freedom of the
model appears in the Lagrangian in terms of order greater than quadratic:
if the field (6.7) is substituted into the Lagrangian (6.1), then the field θ(x)
actually appears in the higher-order terms. However, the “superfluous”
field can be removed completely by the change of the field variables.

Problem 2. Find the full Lagrangian in terms of the fields Aµ, χ and
θ. Find the change of the variables which reduces this Lagrangian to a
Lagrangian of interacting massive vector field and scalar field. Find the
transformation rule for these massive fields under general (not necessarily
small) gauge transformations.

That the unphysical field vanishes from the full Lagrangian for field
excitations can be easily seen as follows. Since the vacuum value of the
scalar field is non-zero, for fields sufficiently close to the classical vacuum,
one can introduce the representation

ϕ(x) =
1√
2
ρ(x)eiβ(x), (6.12)

where ρ(x) and β(x) are new real fields (such a representation is possible
for fields ϕ(x) which are non-zero everywhere in space–time, whereas the
fluctuations of phase should not reach π or −π). We note that for gauge
transformations ϕ′(x) = eiα(x)ϕ(x) we have

ρ′eiβ′
= ρeiβ+iα,

i.e. ρ(x) is a gauge-invariant field, and β(x) is shifted

β′(x) = β(x) + α(x). (6.13)

For the covariant derivative we have

Dµϕ =
1√
2
[∂µρ+ iρ(∂µβ − eAµ)]eiβ ,

thus the Lagrangian in terms of Aµ, ρ and β has the form

L = −1
4
FµνFµν +

1
2
(∂µρ)2 − V (ρ) +

1
2
e2ρ2

(
Aµ − 1

e
∂µβ

)2

, (6.14)

where

V (ρ) = −µ2

2
ρ2 +

λ

4
ρ4.

Let us introduce the field

Bµ = Aµ − 1
e
∂µβ, (6.15)
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then the full Lagrangian will not contain the field β:

L = −1
4
BµνBµν +

e2

2
ρ2B2

µ +
1
2
(∂µρ)2 − V (ρ). (6.16)

The field Bµ is gauge invariant (this follows from (6.13) and (6.15)), so that
the Lagrangian (6.16) contains only gauge-invariant fields. The ground
state for such a Lagrangian is the configuration

B(v)
µ = 0

ρ(v) =
µ√
λ
,

and the quadratic Lagrangian for small perturbations Bµ and χ, where

ρ = ρ(v) + χ,

has precisely the form (6.9). Thus, in terms of the variables ρ, β and
Bµ, the full Lagrangian does not contain the unphysical field β and is
the Lagrangian of gauge-invariant interacting massive vector and scalar
fields. We note that in the case of small fields, β is related to θ via θ =
ϕ0β. We again stress that transition to fields ρ(x) and θ(x) according to
formula (6.12) is only possible if the vacuum value of the scalar field is non-
zero, i.e. only when the Higgs mechanism is realized, and only when small
perturbations of fields about the classical vacuum are considered (this last
requirement is trivially satisfied for linear waves).

To end this section, we note that until now we have not fixed the gauge.
The results of this section, however, could have been obtained more easily
by fixing the gauge

β(x) = 0.

Indeed, it is always possible to satisfy this condition by choosing the gauge
function α(x) in (6.13). This condition can be written in the form

Imϕ = 0,

where Reϕ = 1√
2
ρ, i.e. in the field ϕ(x) only the physical degree of freedom

remains. Such a gauge is called unitary. In a unitary gauge, Bµ coincides
with Aµ and the Lagrangian (6.16) is obtained immediately if in the original
Lagrangian (6.1) one sets

Imϕ = 0

Reϕ =
1√
2
ρ.

Such a choice of gauge is convenient for analysis of the spectrum of physical
perturbations in non-Abelian theories.
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6.2 Non-Abelian case: model with complete
breaking of SU(2) symmetry

As the simplest model with non-Abelian gauge invariance, we choose a
model with gauge group SU(2) and a scalar-field doublet (fundamental
representation)

ϕ =
(
ϕ1

ϕ2

)
, (6.17)

where ϕ1, ϕ2 are complex scalar fields. The Lagrangian has the form (a =
1, 2, 3)

L = −1
4
F a

µνF
a
µν + (Dµϕ)†Dµϕ− [−µ2ϕ†ϕ+ λ(ϕ†ϕ)2]. (6.18)

The ground state is the minimum of the energy functional

E(Aa
µ, ϕ)=

∫
d3x

[
1
2
F a

0iF
a
0i+

1
4
F a

ijF
a
ij+(D0ϕ)†D0ϕ+(Diϕ)†Diϕ+V (ϕ†, ϕ)

]
,

where
V (ϕ†, ϕ) = −µ2ϕ†ϕ+ λ(ϕ†ϕ)2 (6.19)

is the potential of the scalar fields.
In the ground state

F a
µν = 0,

thus Aa
µ is a pure gauge; in matrix form

Aµ(x) = ω(x)∂µω
−1(x). (6.20)

The field ϕ(x) is covariantly constant,

Dµϕ(x) = 0,

i.e.
ϕ(x) = ω(x)ϕ(v), (6.21)

where ϕ(v) is a constant column. It is determined from minimization of the
potential V (ϕ†, ϕ). The requirement

∂V

∂ϕ†
=
∂V

∂ϕ
= 0

gives

ϕ†ϕ =
µ2

2λ
. (6.22)
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From the family of gauge-equivalent vacua, we choose one; for simplicity,
we take it in the form

Aa
µ = 0 (6.23)

ϕ(v) =
(

0
1√
2
ϕ0

)
,

where

ϕ0 =
µ√
λ
.

Problem 3. Show that any configuration, satisfying (6.20), (6.21) and
(6.22), can be obtained from the classical vacuum (6.23) by a gauge
transformation (generally speaking, not decreasing at infinity).

To find the spectrum of small perturbations about the ground state
(6.23), we use the technique described at the end of Section 6.1, namely,
we fix a unitary gauge. An arbitrary field close to ϕ(v) can be represented
in the form

ϕ(x) = ω(x)
(

0
1√
2
(ϕ0 + χ(x))

)
, (6.24)

where χ(x) is a real function of the coordinates and ω(x) is a function
close to unity with values in SU(2). In order to check the legitimacy of the
representation (6.24), we note that the left-hand side is equal to

ϕ(x) =
(

ξ1(x) + iξ2(x)
1√
2
ϕ0 + ξ3(x) + iξ4(x)

)
, (6.25)

where ξ1(x), . . . , ξ4(x), are four small real functions. For ω(x) close to unity
we have

ω(x) = 1 + iτaua(x),

where the ua(x) are small. The right-hand side of (6.24) equals, in a linear
approximation in ua and χ,

(
0
1√
2ϕ0

)
+

(
0
1√
2
χ

)
+ iτaua

(
0

1√
2
ϕ0

)
=

( iϕ0√
2
u1(x) + ϕ0√

2
u2(x)

1√
2
ϕ0 + 1

2χ(x) − iϕ0√
2
u3(x)

)
.

Comparing this expression with (6.25), we see that ua and χ can be chosen
so that equation (6.24) is satisfied to linear order in the deviations of the
field from the vacuum value.

Representation (6.24) is valid in some finite neighborhood of the classical
vacuum, however, it does not hold near ϕ = 0.
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From the representation (6.24) it is clear that any configuration of
the field ϕ(x) close to the classical vacuum is gauge equivalent to the
configuration

ϕ(x) =
(

0
1√
2
(ϕ0 + χ(x))

)
, (6.26)

where χ(x) is a real field. Thus, the gauge can be chosen where the field
has the form (6.26) (unitary gauge).

We use the unitary gauge to find the structure of linear perturbations
in the model. For this, we identify the linear parts in

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gεabcAb

µA
c
ν

Dµϕ = ∂µϕ− ig
τa

2
Aa

µϕ, (6.27)

assuming that the field Aa
µ is small and that the field ϕ(x) has the form

(6.26) with small χ(x). To linear order, we have

F a
µν 	 Fa

µν , (6.28)

where

Fa
µν = ∂µA

a
ν − ∂νA

a
µ.

Furthermore, substituting (6.26) in (6.27) we obtain to linear order

Dµϕ =
(

0
1√
2
∂µχ

)
− ig

τa

2
Aa

µ

(
0

1√
2
ϕ0

)
=

(−i g

2
√

2
ϕ0A

1
µ − g

2
√

2
ϕ0A

2
µ

1√
2
∂µχ+ i g

2
√

2
ϕ0A3

µ

)
.

(6.29)
Finally, to quadratic order in χ, the potential (6.19) equals, modulo an
irrelevant additive constant,

V = µ2χ2. (6.30)

Using equations (6.28), (6.29) and (6.30), we write the quadratic part of
the Lagrangian (6.18) in the unitary gauge

L = −1
4
Fa

µνFa
µν +

g2ϕ2
0

8
Aa

µA
a
µ +

1
2
(∂µχ)2 − µ2χ2. (6.31)

Thus, as a result of the Higgs mechanism the model has three massive
vector fields Aa

µ, a = 1, 2, 3 with the same mass

mV =
gϕ0

2
,



6.2 Non-Abelian case 115

and one massive scalar field χ (Higgs boson field) with mass

mχ =
√

2µ =
√

2λϕ0.

We note that if the symmetry were global rather than gauge, the model
would have three Nambu–Goldstone bosons (components ξ1, ξ2, ξ4 in
formula (6.25)), according to the number of broken generators (the group
SU(2) is completely broken, the number of broken generators is three).
These Goldstone bosons are “eaten up” in gauge theory by the three vector
bosons, which become massive. We note that when the square of the mass
is positive (µ2 < 0 in the Lagrangian (6.18)) the model has three massless
vector fields (six degrees of freedom) and four massive real scalar fields (the
real and imaginary components of the fields ϕ1 and ϕ2 in (6.17), in total
four degrees of freedom). As a result of the Higgs mechanism, for µ2 > 0,
the three vector bosons have nine degrees of freedom and the Higgs boson χ
has one. Thus, the model has 10 degrees of freedom, in both the unbroken
and the broken phase.

Problem 4. Find the spectrum of linear physical excitations in the model
of this section, without fixing the gauge.

Problem 5. Find the full Lagrangian of the fields Aa
µ and χ in the model

of this section in the unitary gauge.

Problem 6. In the model of this section, the field ϕ can be written in the
form

ϕ =
(
η1 + iη2
u+ iη3

)
,

where u, η1, η2, η3 are real scalar fields. Show that the scalar potential is
invariant, not only under the original group SU(2), but also under the
global SO(3) symmetry, where u is an SO(3) singlet, and ηa is an SO(3)
triplet (vector). Choose a transformation rule for the vector fields under
this group SO(3), for which the full Lagrangian (6.18) is invariant under
this global group SO(3). The vacuum value of the field (6.23) does not
break this global SO(3) symmetry. Show that the equality of the masses
of the three vector fields discussed in connection with formula (6.31) is
a consequence of the unbroken global SO(3) symmetry. Show that the full
Lagrangian obtained in the previous problem is invariant under this SO(3).

Problem 7. Let us introduce into the theory with gauge group SU(2), in
addition to the doublet ϕ, three extra real scalar fields fa(x), a = 1, 2, 3,
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forming a triplet under the gauge group SU(2). Choose a gauge-invariant
scalar potential such that one of the vacua of the model is

ϕ =
(

0
ϕ0/

√
2

)
f1 = f2 = 0
f3 = v,

where ϕ0 and v are some constants. Find the spectrum of small physical
excitations about this vacuum. Are the masses of the three vector bosons
equal? Does the model with a triplet have unbroken global symmetry (not
necessarily SO(3)), analogous to that considered in the previous problem?

Problem 8. Construct a model with fully broken SU(2) gauge symmetry,
in which the masses of all three vector bosons are different.

6.3 Example of partial breaking of gauge
symmetry: bosonic sector of standard
electroweak theory

Like global symmetry, gauge symmetry may be only partially broken.
We recall again, that the term “spontaneous symmetry breaking” is very

loose as far as gauge symmetry is concerned; for example, the Lagrangian
of an Abelian Higgs model, written in terms of deviations of the fields
from the vacuum values, is still gauge invariant. In the case of a quadratic
approximation, this is evident from formula (6.9): the Lagrangian L(2) is
invariant under the transformations (6.11), since it is written in terms of
the gauge-invariant variables Bµ and χ. In the general case, this is clear
from the expression for the full Lagrangian (6.14) (or (6.16)), which is
invariant under the transformations (6.13) and under the corresponding
transformation of the field Aµ(x). Here, and in what follows, the term
“broken symmetry” will be applied to that which would actually be broken
if the original symmetry were global rather than gauge.

The general situation is the following. Let G be a gauge group,
(A(v)

µ , ϕ(v)) a ground state. Without loss of generality, we may suppose
that

A(v)
µ = 0,

and that ϕ(v) does not depend on the coordinates; here, the superscript
(v) denotes the field vacuum values. Let us for a moment switch off gauge
fields, then the group G will be a global symmetry group. The vacuum
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value ϕ(v) breaks G down to some subgroup H; then, the generators of the
algebra of G can be divided into unbroken generators {th} (which are the
generators of the algebra of H) and broken generators {t′α}, as we saw in
Section 5.4. If the group G were a global symmetry group, then the model
would contain massless Nambu–Goldstone fields, in number equal to the
number of broken generators.

If the group G is a gauge group, then the gauge fields corresponding to
the subgroup H remain massless, and the H gauge symmetry is realized
as discussed in Chapter 4. In other words, the model retains an explicit
H gauge symmetry. The gauge fields Aα

µ corresponding to the broken
generators t′α become massive. Furthermore, the Nambu–Goldstone bosons
corresponding to the generators t′α disappear from the spectrum.

Problem 9. Prove the above statements in the general case of a compact
gauge group G.

We shall illustrate this situation on the example of the standard
electroweak theory of Glashow–Weinberg–Salam (more precisely, its
bosonic sector since we do not include fermion fields in our analysis). The
gauge group of this theory is the group SU(2) × U(1). As mentioned in
Chapter 4, each of the two components, SU(2) and U(1), has its own gauge
coupling constant; we shall denote these by g and g′, respectively. Let the
field Aa

µ (a = 1, 2, 3) be the gauge field of the group SU(2), and Bµ be the
gauge field of the group U(1). The model includes one scalar-field doublet
(with respect to SU(2)) ϕ, with U(1) charge 1

2 . The U(1) charge is often
called the weak hypercharge Y ; thus, the Higgs doublet has Y = 1

2 . These
properties (together with the requirement that the scalar-field potential
should be a fourth-order polynomial in ϕ) determine the Lagrangian of the
theory uniquely:

L = −1
4
F a

µνF
a
µν − 1

4
BµνBµν + (Dµϕ)†Dµϕ− λ

(
ϕ†ϕ− v2

2

)2

,

where

F a
µν = ∂µA

a
ν − ∂µA

a
µ + gεabcAb

µA
c
ν

Bµν = ∂µBν − ∂νBµ,

and the covariant derivative of the field ϕ is equal to

Dµϕ = ∂µϕ− i
g

2
τaAa

µϕ− i
g′

2
Bµϕ, (6.32)

where the matrices τa act on the column

ϕ =
(
ϕ1

ϕ2

)
.
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As the ground state, we choose

Aa
µ = Bµ = 0

ϕ =
(

0
v/

√
2

)
≡ ϕ(v). (6.33)

The generators of the group SU(2)×U(1) are matrices T a = τa

2 and Y = 1
2

(we take the generators to be Hermitian). Let us switch off the gauge fields
and find the broken and unbroken generators. The unbroken generators Q
are Hermitian matrices such that

Qϕ(v) = 0. (6.34)

For the specific choice (6.33), the condition (6.34) means that T has the
form

Q =
(
a 0
b 0

)
,

and from the Hermiticity we have

Q =
(

1 0
0 0

)

or
Q = T 3 + Y. (6.35)

Thus, there is an unbroken subgroup with a single generator Q: this is the
subgroup U(1)e.m. of SU(2)×U(1). We expect this subgroup to correspond
to a massless gauge field, which will be identified with the electromagnetic
field. We stress that U(1)e.m. does not coincide with the factor U(1) in
SU(2)×U(1); in other words, the electromagnetic potential, which we shall
denote by Aµ (without superscript) is a linear combination of the fields Aa

µ

and Bµ (from (6.35), it is clear that Aµ is actually a linear combination of
A3

µ and Bµ).
Let us consider small (linear) perturbations of the fields about the

vacuum (6.33). As in Section 6.2, we use the unitary gauge, in which

ϕ =
(

0
v√
2

+ χ√
2

)
, (6.36)

where χ(x) is a real scalar field. In the case under study, the unitary
gauge fixes the gauge freedom only partially: gauge transformations from
U(1)e.m. do not change the field (6.36), so that the full Lagrangian in the
unitary gauge remains invariant under the gauge group U(1)e.m..
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To find the quadratic Lagrangian, we need to calculate the covariant
derivative of the field ϕ. In the unitary gauge,

Dµϕ = ∂µϕ+

[
− ig

2
A1

µ

(
0 1
1 0

)
− ig

2
A2

µ

(
0 −i
i 0

)

− ig

2
A3

µ

(
1 0
0 −1

)
− ig′

2
Bµ

(
1 0
0 1

)]
ϕ.

We obtain

Dµϕ =
( − ig

2
√

2
(A1

µ − iA2
µ)(v + χ)

− i
2
√

2
(g′Bµ − gA3

µ)(v + χ) + 1√
2
∂µχ

)
. (6.37)

We introduce the complex fields

W±µ =
1√
2
(A1

µ ∓ iA2
µ)

such that (W−µ )∗ = W+
µ . We also introduce two real fields

Zµ =
1√

g2 + g′2
(gA3

µ − g′Bµ) (6.38)

Aµ =
1√

g2 + g′2
(gBµ + g′A3

µ). (6.39)

The fields Zµ and Aµ are chosen so that the covariant derivative (6.37)
contains only the field Zµ and the following property is satisfied:

Z2
µ + (Aµ)2 = (A3

µ)2 +B2
µ. (6.40)

Thus, the covariant derivative (6.37) is equal to

Dµϕ =
( −i gv

2 W
+
µ

1√
2
∂µχ+ i

√
g2+g′2

2
√

2
vZµ

)
+

( −i g
2W

+
µ χ

i
√

g2+g′2

2
√

2
Zµχ

)
. (6.41)

Here, the first column is linear in the perturbations (the fields W±µ , χ, Zµ),
while the second is quadratic. Thus, the contribution of the covariant
derivative to the quadratic part of the Lagrangian is equal to

[(Dµϕ)†Dµϕ](2) =
1
2
(∂µχ)2+

g2v2

4
W+

µ W
−
µ +

1
2

(
(g2 + g′2)v2

4

)
Z2

µ. (6.42)

We now consider the kinetic term of the vector fields in the quadratic
Lagrangian. We obtain, to quadratic order

−1
4
Fa

µνFa
µν − 1

4
B2

µν = −1
2
W+

µνW−µν − 1
4
(F3

µν)2 − 1
4
(Bµν)2. (6.43)
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Here

Fa
µν = ∂µA

a
ν − ∂νA

a
µ

W±µν = ∂µW
±
ν − ∂νW

±
µ .

Furthermore, using the property (6.40), we write, instead of (6.43),

−1
2
W+

µνW−µν − 1
4
ZµνZµν − 1

4
FµνFµν , (6.44)

where

Zµν = ∂µZν − ∂νZµ (6.45)
Fµν = ∂µAν − ∂νAµ.

Thus, the quadratic Lagrangian contains standard kinetic terms for the
complex vector field W±µ and the real vector fields Zµ and Aµ.

Finally, modulo an irrelevant additive constant, the quadratic part of
the potential equals

λv2χ2. (6.46)

We introduce the notation

mW =
gv

2

mZ =

√
g2 + g′2v

2
mχ =

√
2λv.

Collecting together terms in (6.42), (6.44) and (6.46), we obtain the
quadratic Lagrangian in the form

L(2) = −1
2
W+

µνW−µν +m2
WW+

µ W
−
µ

−1
4
FµνFµν

−1
4
ZµνZµν +

m2
Z

2
ZµZµ

+
1
2
(∂µχ)2 − m2

χ

2
χ2.

This Lagrangian describes the massive complex vector field W+
µ (here

W−µ = (W+
µ )∗) with mass mW (W -boson field), a massless vector field

(photon field Aµ), a massive real vector field with mass mZ (Z-boson field)
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and a massive real scalar field χ (Higgs boson field). It is convenient to
introduce the weak mixing angle θW , such that

cos θW =
g√

g2 + g′2

sin θW =
g′√

g2 + g′2
.

The reason for this name comes from formulae (6.38) and (6.39), which
take the form

Zµ = cos θWA3
µ − sin θWBµ (6.47)

Aµ = cos θWBµ + sin θWA3
µ,

i.e. the fields Zµ and Aµ are “mixtures” of the fields A3
µ and Bµ. We note

that the masses of the W - and Z-bosons are related by the equation

mZ =
mW

cos θW
. (6.48)

W - and Z-bosons have been detected experimentally; their masses are
mW = 80 GeV andmZ = 91 GeV. The angle θW is measured independently
by studying the interaction of photons and W - and Z-bosons with other
particles (quarks and leptons); this is possible because θW is determined
by the coupling constants g and g′. The experimental value of sin θW is
sin2 θW = 0.23. Thus, equation (6.48) is satisfied in nature with good
accuracy.

Problem 10. Let us introduce into the model additional real scalar fields,
forming a triplet with respect to the group SU(2). Select the scalar potential
and the value for the hypercharge of the scalar-field triplet such that, as
before, SU(2) × U(1) is broken down to U(1)e.m.. Find the masses of the
W - and Z-bosons. Is equation (6.48) satisfied?

Of course, the full Lagrangian for the fields W±µ , Zµ, Aµ and χ contains
nonlinear terms describing the field interactions. Let us determine, in
particular, the interaction of all the fields with the electromagnetic field.
We expect the full Lagrangian to be invariant under the gauge group
U(1)e.m., since the vacuum is invariant under U(1)e.m.. This can be seen
by direct calculation.

Since the covariant derivative (6.37) contains only the fields W±µ , Zµ

and χ (see formula (6.41)), and the potential V (ϕ) never contains vector
fields, the interaction with the electromagnetic field Aµ is contained solely
in the term

−1
4
F a

µνF
a
µν
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in the original Lagrangian. We write this term in terms of the fieldsW±µ , Zµ

and Aµ. We have

F 1
µν = ∂µA

1
ν − ∂νA

1
µ + gε123A2

µA
3
ν + gε132A3

µA
2
ν (6.49)

= ∂µA
1
ν − gA3

µA
2
ν − (µ ↔ ν),

where (µ ↔ ν) denotes terms with interchange of indices. Analogously,

F 2
µν = ∂µA

2
ν + gA3

µA
1
ν − (µ ↔ ν). (6.50)

We form the combination

W±µν =
F 1

µν ∓ iF 2
µν√

2
. (6.51)

From (6.49) and (6.50) we obtain

W±µν = ∂µW
±
ν ∓ igA3

µW
±
ν − (µ ↔ ν).

It follows from (6.47) that the field A3
µ is expressed in terms of the Z-boson

and photon fields as follows

A3
µ = cos θWZµ + sin θWAµ. (6.52)

Thus

W±µν = ∂µW
±
ν ∓ ig sin θWAµW

±
ν ∓ ig cos θWZµW

±
ν − (µ ↔ ν).

Let us introduce the further notations

e = g sin θW =
gg′√
g2 + g′2

(6.53)

and

DµW
±
ν = (∂µ ∓ ieAµ)W±ν .

Then the field strength W±µν will have the form

W±µν = DµW
±
ν − DνW

±
µ ∓ ig cos θW (ZµW

±
ν − ZνW

±
µ ). (6.54)

It is clear that this expression transforms covariantly under U(1)e.m.

transformations of the form

W±µ → W ′±µ = e±iαW±µ (6.55)

Aµ → A′µ = Aµ +
1
e
∂µα (6.56)

Zµ → Z ′µ = Zµ, (6.57)
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where α(x) is an arbitrary real function: for these transformations DµW
±
µ

is the covariant derivative of the fields W±ν , so that W±µν transforms as

W±µν → W ′±µν = e±iαW±µν .

The constant e is identified with the unit of electric charge and the fields
W+

µ and W−µ have charges (+1) and (−1), respectively.
Let us now consider the third component of the field strength F a

µν . We
have

F 3
µν = ∂µA

3
ν − ∂νA

3
µ + gε312A1

µA
2
ν + gε321A2

µA
1
ν

= ∂µA
3
ν − ∂νA

3
µ + g(A1

µA
2
ν −A2

µA
1
ν).

Again using expression (6.52), and expressing A1,2
µ in terms of the fields

W±µ , we obtain

F 3
µν = Fµν sin θW + Zµν cos θW + ig(W−µ W

+
ν −W+

µ W
−
ν ), (6.58)

where Fµν and Zµν are defined by formulae (6.45). This expression is
invariant under the transformations (6.55), (6.56), (6.57). Thus, we obtain
from (6.54) and (6.58) terms of the Lagrangian containing electromagnetic
interactions:

−1
4
F a

µνF
a
µν = −1

2
|W−µν |2 − 1

4
(F 3

µν)2

= −1
2
|DµW

−
ν + ig cos θWZµW

−
ν − (µ ↔ ν)|2

−1
4
[Fµν sin θW + Zµν cos θW

+ig(W−µ W
+
ν −W+

µ W
−
ν )]2. (6.59)

Thus, the Lagrangian of the fields describing deviations from the non-
trivial vacuum indeed has an explicit U(1)e.m. gauge symmetry, and the
interaction of the fields with the electromagnetic field Aµ is contained in
the terms (6.59) in the Lagrangian.

We note that the simplest, most “minimal” way of ensuring U(1)
gauge invariance involves replacing the conventional derivative ∂µ in
the initial Lagrangian for the complex fields by the covariant derivative
Dµ = ∂µ − ieAµ. In this way, we have constructed a gauge-invariant
Lagrangian describing the interaction of the complex scalar field with the
electromagnetic field (Section 2.7). Application of an analogous procedure
to the Lagrangian of a massive vector field (Section 2.3) would lead to a
minimal interaction of the complex vector field Cµ with the electromagnetic
field Aµ:

L = −1
2
|DµCν − DνCµ|2 +m2

CC
∗
µCµ − 1

4
F 2

µν .
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Unlike this Lagrangian, the interaction with the electromagnetic field which
emerges in the theory with SU(2) ×U(1) broken down to U(1)e.m., is non-
minimal: the contribution (6.59) contains terms of the form

FµνW
−
µ W

+
ν

DµW
−
ν ·W+

µ Zµ. (6.60)

Their structure, as well as the values of the corresponding interaction
constants (numerical factors in front of the terms of (6.60)) are uniquely
fixed. The interactions of W - and Z-bosons between themselves and with
the Higgs field χ are also fixed, as is the self-interaction of the Higgs
field. Thus, the model contains various interactions (nonlinear terms in
the Lagrangian) between the fieldsW±µ , Zµ, Aµ, χ; however, all the coupling
constants and masses of the fields are expressed in terms of a small set of
parameters, containing only dimensionless constants g, g′ and λ and a single
dimensionful parameter v.

Problem 11. Determine the interaction of the fields W±µ with the field
Zµ and the Higgs field χ, which occurs owing to the presence of the term
(Dµϕ)†Dµϕ in the original Lagrangian. Show that this interaction is
invariant under gauge transformations from U(1)e.m..

The electric charges of the fields W±µ , the connection of the Z-boson
and photon fields with the original fields Aa

µ and Bµ (formula (6.47))
and the expression for the unit of electric charge (6.53) could be found
from the transformation rule for the fields under the action of the group
U(1)e.m., without writing down the Lagrangian of the interaction explicitly.
For this, we recall that the ground state (6.33) is invariant under gauge
transformations from the group SU(2) with the gauge function

ω(x) = ei τ3
2 α(x) (6.61)

which at the same time are supplemented by a transformation from the
group U(1) with gauge function

Ω(x) = eiα(x). (6.62)

It is these gauge transformations (of the form ω(x)Ω(x)) that form the
unbroken subgroup U(1)e.m.. Under these gauge transformations, the Higgs
field χ(x) does not transform (i.e. χ(x) is an electrically neutral field), while
the fields Aa

µ and Bµ transform according to the general rule

Âµ → Â′µ = ωÂµω
−1 + ω∂µω

−1 (6.63)

B̂µ → B̂′µ = B̂µ + Ω∂µΩ−1, (6.64)
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where, as usual, Âµ and B̂µ are linear combinations of the generators of the
groups SU(2) and U(1), respectively (i.e. they belong to the corresponding
algebras),

Âµ = −ig τ
a

2
Aa

µ

B̂µ = −ig′Bµ.

Using the explicit form of the function ω(x) (formula (6.61)), from (6.63)
we obtain

Â′µ = − ig

2

(
τ1A′1µ + τ2A′2µ − ig

2
τ3A′3µ

)

= − ig

2
ei τ3

2 α(τ1A1
µ + τ2A2

µ)e−i τ3
2 α − ig

τ3

2
A3

µ − i
τ3

2
∂µα

= − ig

2
[(cosαA1

µ + sinαA2
µ)τ1 + (cosαA2

µ − sinαA1
µ)τ2

−ig τ
3

2

(
A3

µ +
1
g
∂µα

)
.

Hence we obtain the transformation rule for the fields A1
µ, A

2
µ, A

3
µ under

transformations from U(1)e.m.:

A′1µ = A1
µ cosα+A2

µ sinα, (6.65)

A′2µ = A2
µ cosα−A1

µ sinα

and also

A′3µ = A3
µ +

1
g
∂µα. (6.66)

Moreover, using the explicit form for Ω(x) (formula (6.62)), from (6.64) we
obtain the transformation rule for the field Bµ under transformations from
U(1)e.m.:

B′µ = Bµ +
1
g′
∂µα. (6.67)

Thus, the electromagnetic gauge group acts on the original fields according
to the formulae (6.65), (6.66), (6.67).

Formulae (6.65) are equivalent to (6.55), i.e. the fields W±µ have electric
charges (±1). From the fields A3

µ and Bµ, one can construct the field
Zµ, which is invariant under electromagnetic gauge transformations. From
(6.66) and (6.67) it is clear that this field has the form (up to normalization)

Zµ ∝ gA3
µ − g′Bµ.
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The orthogonal linear combination transforms non-trivially under
electromagnetic gauge transformations; it is the electromagnetic field and
has the form (again up to normalization)

Aµ ∝ g′A3
µ + gBµ.

Taking into account the normalization condition (6.40), ensuring that the
kinetic term in the free Lagrangian for the fields Zµ and Aµ has the
standard normalization, we obtain

Aµ =
1√

g2 + g′2
(g′A3

µ + gBµ), (6.68)

which agrees with (6.39). For Zµ we obtain the expression (6.38).
The unit of electric charge e is obtained by comparing the standard

transformation rule for the electromagnetic field

Aµ → A′µ = Aµ +
1
e
∂µα

with the transformation rule for the field (6.68), emanating from (6.64) and
(6.63). The latter has the form

A′µ =
1√

g2 + g′2
(g′A′3µ + gB′µ)

= Aµ +
1√

g2 + g′2

(
g′

g
+
g

g′

)
∂µα.

Thus

1
e

=
1√

g2 + g′2

(
g′

g
+
g

g′

)
,

from which expression (6.53) for the unit of electric charge follows.
In conclusion, we note that the group approach introduced at the end

of this section can be easily generalized to more complicated models with
partial breaking of gauge symmetry. It enables us to find a number of
properties of physical fields by studying their transformation rules under
the action of an unbroken gauge subgroup.



Supplementary Problems
for Part I

Problem 1. Mixing of fields. Consider the theory of two real scalar fields
ϕ1, ϕ2 with Lagrangian

L =
1
2
(∂µϕ1)2 +

1
2
(∂µϕ2)2

−m2
11

2
ϕ2

1 −m2
12ϕ1ϕ2 − m2

22

2
ϕ2

2 (S1.1)

−λ11

4
ϕ4

1 − λ12

2
ϕ2

1ϕ
2
2 − λ22

4
ϕ4

2.

Note that the mass term in this Lagrangian can be written in matrix form

ϕTMϕ,

where

ϕ =
(
ϕ1

ϕ2

)
, ϕT = (ϕ1, ϕ2)

M =
(
m2

11 m2
12

m2
12 m2

22

)

(the matrix M is called the matrix of mass squares, or the mass matrix).
The Lagrangian (S1.1) is invariant under the discrete symmetry (ϕ1 →
−ϕ1, ϕ2 → −ϕ2).

1. What constraints on m2
ij and λij are imposed by the requirement

that the classical energy is bounded from below?

2. Find the range of values of m2
11,m

2
12 and m2

22 for which the discrete
symmetry is not spontaneously broken.

3. In the case of unbroken symmetry, find the spectrum of small
perturbations about the ground state.
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Problem 2. Dilatation symmetry.

1. Consider the theory of a single real scalar field in four-dimensional
space–time, described by the action

S =
∫
d4x

[
1
2
∂µϕ∂µϕ− λ

4
ϕ4

]
.

Show that the action is invariant under the dilatations

ϕ(x) → ϕ′(x) = αϕ(αx),

where α is a real parameter. Find the corresponding conserved cur-
rent. Choose the energy–momentum tensor Tµ

ν such that its trace is
zero on the field equations, Tµ

µ = 0.

2. Find the dilatation symmetry in Yang–Mills theory without matter in
four-dimensional space–time. Construct the conserved current. Show
that Tµ

µ = 0 if the field equations are satisfied.

3. Find the most general form of the potential V (ϕ) in the theory of a
single real scalar field in d-dimensional space–time (d ≥ 3) for which
the action

S =
∫
ddx

[
1
2
∂µϕ∂µϕ− V (ϕ)

]

is invariant under the dilatation symmetry, analogous (but not iden-
tical) to that described in 1).

4. Find the analogue of dilatation symmetry in the Liouville model in
two-dimensional space–time with the action

S =
∫
d2x

[
1
2
∂µϕ∂µϕ− aebϕ

]
,

where µ = 0, 1; a, b are constants, and ϕ is a real scalar field.

5. For the models of 3) and 4), construct the conserved current, and
show that Tµ

µ = 0.

Problem 3. Shift symmetry. Consider the theory of a single scalar field
with Lagrangian

L =
1
2
∂µϕ∂µϕ.

The action is invariant under the transformations

ϕ(x) → ϕ′(x) = ϕ(x) + c,

where c is a real parameter of the transformation.



Supplementary Problems for Part I 129

1. Find the conserved current.

2. Is the symmetry spontaneously broken? If it is, then is Goldstone’s
theorem satisfied?

Problem 4. Goldstone’s theorem and currents. Consider a model with
n real scalar fields ϕa and an SO(n)-symmetric Lagrangian

L =
1
2
∂µϕ

a∂µϕ
a − V (ϕaϕa).

Suppose the potential is chosen such that the global SO(n) symmetry is
spontaneously broken; choose the ground state in the form

ϕa = δanϕ0,

i.e. 

ϕ1

...
ϕn


 =




0
...
ϕ0


 .

1. Find the unbroken subgroup (residual symmetry group).

2. Find the Nambu–Goldstone fields.

3. Find the conserved currents ja
µ. Show that these currents can be

divided into two categories: a) currents corresponding to the un-
broken subgroup; b) currents corresponding to broken generators.
Show that currents of type b) can be represented in the form

ji
µ = ∂µθ

i + . . . , (S1.2)

where the θi are massless Nambu–Goldstone fields, and the dots
denote terms of quadratic and higher order in the perturbations about
the ground state. On the other hand, currents of type a) are quadratic
(and of higher order) in the perturbations.

4. Note that if equation (S1.2) is satisfied, then the masslessness of the
fields follows from conservation of the currents ji

µ:

0 = ∂µj
i
µ = ∂µ∂µθ

i + . . .

so that when interactions of perturbations are neglected (i.e. to linear
order in the fields) the fields θi satisfy the massless Klein–Gordon
equation ∂µ∂µθ

i = 0. On the basis of these considerations, give a
proof of Goldstone’s theorem (in the general case), alternative to
that presented in the text.
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Problem 5. Weak explicit symmetry breaking and the masses of pseudo-
Goldstone bosons. Consider the theory of two real scalar fields with
Lagrangian

L = L0 + L1,

where

L0 =
1
2
∂µϕ

1∂µϕ
1+

1
2
∂µϕ

2∂µϕ
2+

µ2

2
[
(ϕ1)2+(ϕ2)2)

] − λ

4
[
(ϕ1)2+(ϕ2)2

]2
,

and

L1 = εU(ϕ1),

where ε is a small parameter, and U depends non-trivially on the
component ϕ1 only. The part L0 of the full Lagrangian is invariant under
global SO(2) symmetry.

1. Find the ground state, the conserved current and the Nambu–
Goldstone mode for ε = 0.

2. Find the lightest mode and its mass for ε �= 0 to leading order in ε
(this mode is called the pseudo-Goldstone mode).

3. Find the connection between the four-divergence of the current
constructed in 1) and the pseudo-Goldstone mode to the lowest order
in the fields of perturbations about the ground state, and to the lowest
non-trivial order in ε.

Problem 6. Model of n-field. Consider a model with n real scalar fields
fa(x) subject to the constraint

fafa = 1

at every point x. In other words, the field takes values on an (n − 1)-
dimensional sphere of unit radius. Choose the Lagrangian invariant under
global SO(n) symmetry:

L =
1

2g2 ∂µf
a∂µf

a,

where g is a real parameter.

1. Find the dimension of the parameter g in d-dimensional space–time.

2. Derive the field equations.
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3. Find the energy-momentum tensor and the conserved currents cor-
responding to SO(n) symmetry.

4. Find the ground state and show that it breaks the SO(n).

5. Find explicitly the spectrum of small perturbations about the ground
state. Find the unbroken symmetry group. Show that Goldstone’s
theorem is valid.

Problem 7. Topologically massive gauge theories in three-dimensional
space–time (Deser, Jackiw and Templeton 1982). Consider the theory of a
single real vector field in three-dimensional space–time, µ = 0, 1, 2. Choose
the action in the form

S =
∫
d3x

(
−1

4
FµνF

µν + gεµνλAµ∂νAλ

)
,

where εµνλ is a completely antisymmetric tensor, ε012 = 1, g is a real
constant, and Fµν = ∂µAν − ∂νAµ.

1. Find the dimension of the constant g.

2. Show that the action is invariant under the following gauge trans-
formations which decrease at infinity:

Aµ(x) → Aµ(x) + ∂µα(x)

(α(x) decreases rapidly as x → ∞).

3. Find the field equations and show that they are gauge invariant.

4. Find the spectrum of physical excitations of the field (i.e. those which
cannot be removed by gauge transformations). In particular, find the
number of physical degrees of freedom, the structure of the field in
these modes and the dependence of the frequency ω on the wave
vector k.

5. The term εµνλAµ∂νAλ is called the Chern–Simons Lagrangian.
Generalize this expression to the case of non-Abelian gauge fields
so that the non-Abelian Chern–Simons Lagrangian contains at most
one derivative and is invariant, up to a total derivative, under non-
Abelian gauge transformations.
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Problem 8. Bosonic sector of the Georgi–Glashow model. Consider the
model with gauge group SU(2) and triplet of real scalar fields ϕa (Georgi
and Glashow 1972). Let g be the gauge-coupling constant and suppose
that the potential of the scalar fields has the form

V = −µ2

2
ϕaϕa +

λ

4
(ϕaϕa)2.

1. Find the ground state and the residual (unbroken) gauge group.

2. Find the spectrum of all small perturbations about the ground state;
classify these perturbations with respect to the unbroken gauge
group.

Problem 9. SU(5) model (Georgi and Glashow 1974). Consider the
theory with the gauge group SU(5).

1. Choose a representation of the scalar fields and the scalar potential
such that SU(5) is broken down to SU(3) × SU(2) × U(1), where
SU(3) and SU(2) are embedded in SU(5) as follows:

(
SU(3) 0

0 SU(2)

)
,

and the group U(1) is diagonal in SU(5).

2. Find the masses of the vector bosons and their representations under
the unbroken gauge group.

3. A scalar field in which representation of SU(5) needs to be added in
order to ensure subsequent breaking down to SU(3) × U(1), and in
such a way that SU(2)×U(1) is broken down to U(1) analogously to
the Standard Model? Choose the full scalar potential for the breaking
SU(5) → SU(3) × U(1).

Problem 10. Flat directions. Consider a model with two complex scalar
fields ϕ1 and ϕ2 with Lagrangian

L = ∂µϕ
∗
1∂µϕ1 + ∂µϕ

∗
2∂µϕ2 − λ(ϕ∗

1ϕ1 − ϕ∗
2ϕ2 − v2)2.

1. Find the global symmetry group for this Lagrangian.

2. Find the set of classical vacua in the model. Find the unbroken
subgroup for each vacuum.
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3. Find the spectrum of all small perturbations about each vacuum.
Which vacua are physically equivalent, and which are not? Is
Goldstone’s theorem valid? Is the number of massless perturbations
equal to the number of broken generators? Why?

4. By introducing corresponding gauge fields, construct a theory in
which the symmetry group found in 1) is a gauge group. Find the
spectrum of small perturbations about each vacuum in the gauge
theory obtained. Does the spectrum still contain massless scalar
excitations?
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Chapter 7

The Simplest Topological
Solitons

Until now we have considered small linear perturbations of fields about
the ground state (classical vacuum) and have been interested mainly in
the mass spectrum. In quantum field theory these elementary excitations
correspond to point-like particles. Here and in subsequent chapters, we shall
consider solitons; these are solutions of the classical field equations, which,
in their own right, without quantization, are similar to particles. They
are lumps of fields (and, hence, of energy) of finite size; more precisely,
the fields decrease rapidly from the center of a lump.1 The existence and
stability of solitons is due, in the first place, to the nonlinearity of the field
equations. In quantum theory, solitons correspond to extended particles,
which, roughly speaking, are composed of the elementary particles in each
specific model.

Among the various types of solitons, the class of topological solitons is
of particular interest. The meaning of this term is explained below, and
here, let us simply say that it is the topological solitons which we shall
mainly consider in this and subsequent chapters. Usually, we shall study
static solitons, i.e. solutions which in some reference frame do not depend
on time.

In particle physics, the use of the soliton concept is rather limited,
although it is sometimes very fruitful. At the same time, solitons are to be
found very frequently in condensed matter physics.

1In the mathematical literature, the term “soliton” is usually employed in a narrower
sense. We shall use it for any particle-like stable solutions.
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7.1 Kink

The simplest topological object, the kink, arises in the theory of a single
real scalar field in two-dimensional space–time. The action for the model
is chosen in the form

S =
∫

d2x

[
1
2
(∂νϕ)2 − V (ϕ)

]
, (7.1)

where ν = 0, 1;

V (ϕ) = −µ2

2
ϕ2 +

λ

4
ϕ4 +

µ2

4λ
, (7.2)

or, what amounts to the same thing,

V (ϕ) =
λ

4
(ϕ2 − v2)2

v =
µ√
λ

.

The action is invariant under the discrete transformation ϕ → −ϕ; this
symmetry is spontaneously broken, since the classical vacua are

ϕ(v) = ±v.

We recall that in two-dimensional space–time the field ϕ is dimensionless,
and (as before, we use the system of units � = c = 1) the dimensions of
the parameters are as follows:

[µ] = M, [λ] = M2, [v] = 1.

Linear excitations about one of the classical vacua have mass

m =
√

2µ.

In what follows, we shall consider weakly coupled theory, i.e. with a small
parameter λ. Since λ is dimensionful, this statement about weak coupling
is written more precisely as follows:

λ � µ2

(µ2 is the only parameter of dimension M2 with which one can compare
λ), or

v � 1. (7.3)

In order to clarify the meaning of the inequality (7.3), it is appropriate
to use a simple consideration, which arises in quantum theory. Let us
consider a particle with mass m and characteristic spatial momentum p �
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m. Its Compton wavelength is of the order of 1/m. At the classical level,
it corresponds to a linear wave ∆ϕ(x, t) = ϕ(x, t) − v (where we consider
perturbations about the vacuum ϕ = v). We estimate the amplitude of ∆ϕ
from the requirement that the classical energy for a (linear) perturbation
∆ϕ(x, t) should be of the order of m. For a linear perturbation we write

E =
∫ [

1
2
(∆ϕ̇)2 +

1
2
(∆ϕ′)2 +

m2

2
(∆ϕ)2

]
dx, (7.4)

where the dot and the prime denote differentiation with respect to t and
x, respectively. Since the characteristic wave vector p and frequency ω are
of order m, we have

∆ϕ̇ ∼ ∆ϕ′ ∼ m∆ϕ.

Moreover, the wave packets with typical wave vector p have typical size of
the order of 1/p; therefore, in (7.4) the domain of integration over dx is of
order 1/p ∼ 1/m. Thus,

E ∼ m(∆ϕ)2.

By requiring E ∼ m we obtain that the amplitude is of order

∆ϕ ∼ 1.

For the perturbations about the vacuum value ϕ(v) = v to be indeed small
(linear), we require ∆ϕ � v, which is precisely the inequality (7.3).

A kink is a static solution of the field equations ϕk(x), interpolating
between the vacuum ϕ = −v and the vacuum ϕ = +v, as x runs from
x = −∞ to x = +∞ (Figure 7.1). The fact that configurations similar to
that shown in Figure 7.1 may have a finite energy can be seen from the
expression for the static energy (i.e. the energy for the fields, which are
independent of time):

E =
∫

dx

[
1
2

(
dϕ

dx

)2

+
λ

4
(ϕ2 − v2)2

]
.

When x → ±∞, both the first and the second terms in the integrand
decrease; if this decrease is sufficiently rapid, then the energy is finite.

Since ϕ̇ = 0, the field equation has the form

ϕ′′ − ∂V (ϕ)
∂ϕ

= 0, (7.5)

where, as before, the prime denotes d
dx . Before we write down the solution

of equation (7.5) in explicit form, we note an analogy which is useful also in
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x0
x

ϕk(x)
+v

−v

Figure 7.1.

certain other situations. Formally, equation (7.5) has the form of Newton’s
law for a particle with coordinate ϕ, moving in time x in the potential

U(ϕ) = −V (ϕ)

(see Figure 7.2). Here, the solution ϕk(x) corresponds to a trajectory
beginning in the infinite past at the point ϕ = −v and ending in the
infinite future at the point ϕ = +v. This trajectory indeed requires infinite
time if the energy of the particle is equal to zero (in that case the velocity
tends to zero near each bump).

The solution of equation (7.5) is easy to find explicitly. The first integral
of that equation has the form

1
2
ϕ′2 − V (ϕ) = ε0.

For the kink ϕ′ → 0, V (ϕ) → 0, as x → ±∞, thus ε0 = 0 (we remark that
ε0 is the energy of the particle in the aforementioned analogy). Thus

dϕ

dx
= +

√
2V ≡

√
λ

2
(v2 − ϕ2)

(the choice of sign in front of the square root corresponds to motion from
left to right, i.e. from ϕ = −v to ϕ = v). Hence,

ϕ = v tanh

(√
λ

2
v(x − x0)

)
,
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ϕ

U(ϕ)

v−v

Figure 7.2.

where x0 is a constant of integration, having the meaning of the position
of the center of the kink. For x0 = 0, the configuration of the kink

ϕk(x) = v tanh

(√
λ

2
vx

)
(7.6)

is symmetric under the substitution ϕ → −ϕ, x → −x. It is sometimes
convenient to write the configuration of the kink in a different notation:

ϕk(x) =
µ√
λ

tanh
(

µ√
2
x

)
. (7.7)

We shall now discuss certain properties of the solution (7.6) (or (7.7)) which
are, in fact, of a very general nature.

1. The size of the kink is of order

rk ∼ µ−1,

or
rk ∼ m−1, (7.8)

i.e. of the order of the Compton wavelength of an elementary
excitation. Indeed, the solution of (7.7) deviates from the vacuum
value only in a region whose size is of the order of rk. In other words,
the energy density of the kink

ε(x) =
1
2
(ϕ′

k)2 + V (ϕk) =
λ

2
v4 1

cosh4( µ√
2
x)

is significantly different from zero only in the region |x| � rk.
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2. The static energy of the kink is equal to

Ek =
∫ ∞

−∞
dxε(x) =

2
3
mv2,

where m =
√

2µ is the mass of an elementary excitation. The static
energy of the kink can be identified with the mass of this particle-like
classical excitation of the field; thus

Mk =
2
3
mv2. (7.9)

It is important to note that the size of the kink is much greater than
its Compton wavelength λ = 1/Mk: it follows from equations (7.8)
and (7.9) (see also (7.3)) that

rk

λk
∼ v2 � 1.

Thus, the classical size of a kink is much greater than its quantum
size; even in quantum theory, a kink is essentially a classical object.
We also note that the mass of a kink is much greater than the mass
m of an elementary excitation.

3. For large |x|, the field of the kink differs very little from the vacuum,
therefore |ϕk(x)| − v must satisfy the Klein–Gordon equation with
mass m in this region. Indeed, for large x (to be specific, we shall
consider x > 0), from (7.7) we have

ϕk = v − 2ve−mx,

so that the difference (ϕk−v) indeed satisfies the static Klein–Gordon
equation with mass m (in two-dimensional space–time) and decreases
exponentially.

4. The solution (7.7) is not invariant under spatial translations and
Lorentz transformations. However, all these transformations must
take a solution of the field equations to another solution. Applying
these transformations, we obtain the family of solutions

ϕk(x − x0; t; v) =
µ√
λ

tanh
(

µ√
2

(x − x0) − ut√
1 − u2

)
,

describing moving kinks. Physically, the parameter u represents the
velocity of a soliton; x0 is the position of the center of the kink at
time t = 0.
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Problem 1. Calculate the classical energy and the classical momentum
of a moving kink. Show that for a kink the relativistic equations between
energy, momentum, mass and velocity hold.

Let us now consider the stability of a solution (7.7) under small
perturbations.2 The approach we shall study below is of a very general
nature and is used to study the stability of various static solutions.

Let ϕk(x) be a static solution of the field equations (to be specific,
we shall consider the (1 + 1)-dimensional case). Let us consider small
perturbations φ(x, t) about it, so that the original field has the form

ϕ(x, t) = ϕk(x) + φ(x, t). (7.10)

The field ϕ(x, t) must satisfy the classical equations

−∂µ∂µϕ − ∂V

∂ϕ
= 0 (7.11)

or

−∂µ∂µ(ϕk + φ) − ∂V

∂ϕ
(ϕk) − ∂2V

∂ϕ2 (ϕk)φ + · · · = 0, (7.12)

where the dots denote terms of higher order in the perturbations φ(x, t),
and the derivatives of the potential are taken at ϕ = ϕk; the latter depend
explicitly on x, since ϕk depends on x. The field ϕk satisfies equation
(7.11), thus, the terms which do not contain φ cancel out in (7.12) and, to
linear order in φ, we obtain

−∂µ∂µφ − ∂2V

∂ϕ
(ϕk)φ = 0. (7.13)

In particular, for perturbations around the kink (7.7) in the model (7.1),
(7.2), we have

∂2V

∂ϕ2 (ϕk) = µ2
[
3 tanh2

(
µ√
2
x

)
− 1

]
. (7.14)

Since, in the general case, ∂2V
∂ϕ2 (ϕk) depends only on x, the variables in

equation (7.13) can be separated and a solution can be sought in the form

φ(x, t) = eiωtfω(x), (7.15)

where fω satisfies the equation

ω2fω + f ′′
ω − ∂2V

∂ϕ2 (ϕk)fω = 0 (7.16)

2In mathematics, this is called Lyapunov stability.
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or
−f ′′

ω + U(x)fω = ω2fω, (7.17)

where

U(x) =
∂2V

∂ϕ2 (ϕk). (7.18)

Equation (7.17) is an equation for the eigenvalues ω2 which, formally,
coincides with the stationary Schrödinger equation in the potential U(x).
A general solution of (7.13) is a linear combination of solutions of (7.17).
For the solutions fω(x), we require that they should be smooth and that
they should not increase as |x| → ∞, so that the field (7.1) is smooth and
bounded as |x| → ∞.

The problem of the stability of the static solution ϕk(x) reduces to the
problem of the existence or non-existence of negative eigenvalues of the
operator

− d2

dx2 + U(x). (7.19)

If there are no negative eigenvalues, then all the ω are real and the small
perturbations (7.15) do not grow with time; they either oscillate (ω2 > 0) or
do not depend on time at all. In this case the solution is stable. If there exist
negative eigenvalues (even just one), ω2 = −Ω2, then the perturbations
(7.15) grow exponentially with time

φ ∼ eΩt,

i.e. the field (7.10) becomes exponentially more distant from the solution
ϕk over time; in this case, the solution is unstable.3

These considerations can be generalized, in an evident manner, to
the case of more than one spatial dimension and a system with a more
complicated set of fields.

We note that the operator (7.19) with potential (7.18) always has a zero
eigenvalue, and the eigenfunction (zero mode) has the form

f0(x) =
∂ϕk(x)

∂x
. (7.20)

Indeed, ϕk(x) satisfies the equation

−ϕ′′
k +

∂V

∂ϕk
(ϕk) = 0.

Differentiating this equation with respect to x, we obtain

−(ϕ′
k)′′ +

∂2V

∂ϕ2 (ϕk)ϕ′
k = 0,

3In this case, the eigenvalues Ω are called Lyapunov exponents.



7.1 Kink 145

i.e. the function (7.20) indeed satisfies equation (7.16) with ω = 0.
Furthermore, ϕk(x) tends to a constant as |x| → ∞, and so ϕ′

k(x) decreases
as |x| → ∞, so that (7.20) satisfies the requirement of boundedness at
spatial infinity, as required. The existence of this mode has to do with
the breaking of translational invariance in space: ϕk(x + a) is also a static
solution of the field equations, but it does not coincide with ϕk(x). For
small a, the function ϕk(x + a) can be represented in the form

ϕk(x + a) = ϕk(x) + af0(x),

where af0(x) is a small deviation from the solution ϕk(x). Since ϕk(x +
a) satisfies the field equations, the small deviation af0(x) satisfies the
linearized equation (7.12); it does not depend on time, decreases as |x| → ∞
and is therefore a zero mode.

If the number of spatial dimensions d is greater than one, then there are d
translational zero modes. In this case the classical solution may also break
the rotational symmetry, and rotational zero modes will occur. Finally, in
models with internal global symmetry, classical solutions may also break
the internal symmetry; to this breaking there will also correspond zero
modes.

Problem 2. Let L(∂µΦA; ΦA) = FAB∂µΦA∂µΦB − V (Φ) be the
Lagrangian of a model with scalar fields ΦA. Suppose it is invariant under
the global transformations ΦA → Φ(ε)

A , where ε is an infinitesimal parameter
of the transformation. Suppose also that the ground state does not break
this symmetry, while Φk,A(x), a static solution of field equations of the
soliton type, breaks this symmetry (i.e. Φ(ε)

k,A(x) �= Φk,A(x)).

1. Formulate in general form, a condition for the stability of the solution
Φk,A(x) under small perturbations.

2. Show that in the corresponding eigenvalue problem, there exists a zero
mode, corresponding to the symmetry described; find its form.

Let us now come back to a discussion of the stability of a kink.
The spectrum of the operator (7.19) with U(x) = ∂2V

∂ϕ2 (ϕk), given by
formula (7.14) can be found in explicit form; it does not contain negative
eigenvalues. The kink is stable under small perturbations of the field.

Problem 3. Find the spectrum of small perturbations about the kink, i.e.
the spectrum of the eigenvalues and eigenfunctions of the operator (7.19)
with the potential (7.14).

Let us discuss the sense in which the kink is a topological soliton. For
this, let us consider possible field configurations, ϕ(x), with finite energy
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(we fix the moment in time). For finiteness of the energy, we require, in
particular, that as x → +∞ the field should tend to one of the vacua +v or
−v; the same is true for x → −∞. Thus, any configuration of fields defines
a mapping of the two “points” x = +∞ and x = −∞, which represent
spatial infinity in one-dimensional space, to the set of the classical vacua
which also consists of the two points +v and −v. Here, any changes in the
fields in time (classical evolution according to the field equations, the effect
of localized external sources, etc.) which do not lead to the occurrence of
configurations with infinite energy, and therefore do not affect the values of
the field at spatial infinity, do not change the mapping assigned in this way.
In this connection, the mapping is said to be a topological characteristic of
the field configuration.

R∞ V
+∞ • −→ • +v

↗
−∞ • • −v

(a)

R∞ V
+∞ • • +v

↘
−∞ • −→ • −v

(b)

R∞ V
+∞ • −→ • +v

−∞ • −→ • −v
(c)

R∞ V
+∞ • • +v

↘↗
−∞ • • −v

(d)

Figure 7.3.

It is clear that the two points of the set R∞{x = +∞, x = −∞}
can be mapped to the two points of the set V {ϕ = +v, ϕ = −v} in
four different ways, as shown in Figure 7.3. This means that all field
configurations with finite energy can be divided into four non-intersecting
subsets (sectors), and the evolution does not take a field out of its sector.
Figure 7.3(a) corresponds to the vacuum sector containing the vacuum
ϕ = +v, since ϕ(+∞) = ϕ(−∞) = v; Figure 7.3(b) corresponds to the
vacuum sector containing the vacuum ϕ = −v. The kink belongs to the
sector corresponding to Figure 7.3(c). Finally, the sector of Figure 7.3(d)
contains an antikink, namely, a configuration of the form

ϕ(x) = −ϕk(x) = ϕk(−x).

Let us suppose that in the sector corresponding to Figure 7.3(c), we
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manage to find a field realizing a minimum of the static classical energy
among fields of that sector. This field is necessarily different from the
vacuum (it belongs to a different sector) and is a solution of the static field
equations. Such a field is energetically favorable among fields of that sector
and, therefore, stable. In the model considered in this section the only such
field is the kink configuration (since the kink is the unique static solution
in the sector 7.3(c)). Thus, the existence of the kink is associated with a
non-trivial topology of mappings of spatial infinity to the set of classical
vacua. We note that topological considerations, generalizing those studied
here, may not guarantee the existence of solitons in other models, but are
very often extremely useful in the search for solitons. We shall encounter
considerations of a similar type in subsequent chapters.

Finally, let us introduce the concept of topological current on the
example of the model of this section. We define

kµ =
1
2v

εµν∂νϕ,

where µ, ν = 0, 1, and εµν is an antisymmetric tensor.
The current kµ is trivially conserved (the field equations need not be

satisfied) and is distinguished in this from the Noether currents (conserved
only on the field equations):

∂µkµ =
1
2v

εµν∂µ∂νϕ ≡ 0.

The topological charge

QT =
∫ +∞

−∞
k0dx1 =

∫ +∞

−∞

1
2v

∂1ϕdx1 =
1
2v

(ϕ(+∞) − ϕ(−∞))

is equal to zero for the vacuum and +1 and −1 for the kink and the
antikink, respectively. Thus, the kink realizes a minimum of the energy
for a topological charge QT = 1.

In the model in this section, the introduction of the topological charge
does not bring a great benefit; however, as we shall see in Section 7.4, in
other models, the use of the topological charge opens up ways of obtaining
explicit formulae for soliton configurations.

To conclude this section, we make the following remark, concerning
models of the above type in space–time with more than two dimensions
(the physically interesting case is the four-dimensional case). In this case,
the scalar field equation, as before, will have solution ϕk(x1), which will
depend only on one coordinate. Physically, this solution represents an
infinite planar “domain wall,” on one side of which the field takes the
value (−v), and on the other side (+v). The expression (7.9) must now be
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interpreted as the energy of the wall per unit area. Thus, four-dimensional
models with a discrete set of degenerate ground states predict the existence
of extended objects, whose energy is concentrated near two-dimensional
surfaces, domain walls. This prediction is very significant for cosmology
(Zel’dovich et al. 1974).

Problem 4. Sine-Gordon, Bäcklund transformation and breathers.
Consider a model of a real scalar field in (1 + 1)-dimensions, with
Lagrangian

L =
1
2
∂µϕ∂µϕ + m2v2[cos(ϕ/v) − 1]. (7.21)

1. Find the set of vacua in this model.

2. Find a soliton, analogous to the kink, which interpolates between
neighboring vacua.

3. Introduce the variables φ = ϕ/v, ξ = mx, and τ = mt, together with
the variables

U =
1
2
(ξ + τ)

V =
1
2
(ξ − τ).

Let φ0 be a solution of the classical field equations (depending,
generally speaking, on ξ and τ). Consider the system of equations of
first order in derivatives (equations of the Bäcklund transformation)

1
2

∂

∂U
(φ − φ0) = α sin

[
1
2
(φ + φ0)

]
(7.22)

1
2

∂

∂V
(φ + φ0) =

1
α

sin
[
1
2
(φ − φ0)

]
.

3a. Show that the solution φ of this system also satisfies the sine-Gordon
equation, i.e. the field equation obtained from the Lagrangian (7.21).
This solution of the field equation φ (which, of course, depends
on the choice of the original solution φ0) is called the Bäcklund
transformation of the solution φ0.

3b. By solving the system (7.22) for φ0 = 0, show that the Bäcklund
transformation of the classical vacuum (φ0 = 0) is the sine-Gordon
soliton (generally speaking, moving) found in point 1 of the problem.

3c. By applying, to the solution φ0 = 0, the Bäcklund transformation
twice (with complex and different parameters α), find real time-
dependent solutions of the sine-Gordon equation. Find among these
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solutions a class which corresponds to the classical scattering of
solitons, and another class of periodic solutions (breathers). Check,
by explicit substitution in the sine-Gordon equation, that these are
indeed solutions.

4. Find the topological charges of all possible configurations in the sine-
Gordon system, and how they are related to the mapping of infinity
to the set of classical vacua. Give examples of configurations with
all possible topological charges. To which topological sector does the
breather belong?

Problem 5. Consider the model of a complex scalar field with Lagrangian

L = ∂µϕ∂µϕ∗ + µ2ϕϕ∗ − λ

2
(ϕϕ∗)2

in (1 + 1)-dimensions. Show that the kink considered in this section ϕ =
ϕ∗ = ϕk(x) is a solution of the classical field equations in this model. Is
this solution stable against small perturbations in this model?

7.2 Scale transformations and theorems on
the absence of solitons

In a number of models in (d + 1)-dimensional space–time with d > 1 it is
possible to show that there are no non-trivial static solutions of the field
equations by applying scale arguments (Derrick 1964). These arguments,
which are studied in this section, apply not only to stable solutions of the
soliton type but also to unstable static solutions (these may also be of
interest, as we shall see in the following chapters).

Let us consider first the theory of n scalar fields ϕa, a = 1, . . . , n, in
(d + 1)-dimensional space–time. We shall write the Lagrangian in a quite
general form

L =
1
2
Fab(ϕ)∂µϕa∂µϕb − V (ϕ), (7.23)

where Fab(ϕ) and V (ϕ) are certain functions of the scalar fields ϕa. We
shall argue ab absurdo. Let us assume that ϕa

c (x) is a static solution of the
classical field equations with finite energy. It is an extremum of the energy
functional

E[ϕ] =
∫

ddx

[
1
2
Fab(ϕ)∂iϕ

a∂iϕ
b + V (ϕ)

]
. (7.24)

We shall assume that for all ϕ the matrix Fab(ϕ) defines a positive-definite
quadratic form, i.e. all the eigenvalues of this matrix are positive for all ϕ.
Then

Fab∂iϕ
a∂iϕ

b ≥ 0, (7.25)
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where equality holds only for fields which do not depend on x. In addition,
we shall suppose that V (ϕ) is bounded from below and choose the zero-
point energy level such that the value of V at the absolute minimum V (ϕ)
(classical vacuum) is equal to zero:

V (ϕ(v)) = 0.

Then
V (ϕ) ≥ 0, (7.26)

and equality holds only for the classical vacuum. Then, the classical vac-
uum, a homogeneous field realizing the absolute minimum of V (ϕ), will
have zero energy, and any other configuration of fields will have positive
energy.

Problem 6. Calculate the energy–momentum tensor for the model (7.23)
and show that expression (7.24) is indeed the energy functional for time-
independent fields.

Problem 7. Show that in the case of static fields, the field equations for
the Lagrangian (7.23) are at the same time equations for extremality of the
energy functional (7.24).

Problem 8. Show that if the matrix Fab(ϕ) has negative eigenvalues for
some choice of ϕa, and Fab(ϕ) are smooth functions of the fields ϕa, then
the energy (7.24) is not bounded from below.

If ϕa
c (x) is a static solution of the field equations with finite energy, then

the energy functional must be extremal for ϕa = ϕa
c with respect to any

variations of the field which vanish at spatial infinity. Let us consider a
field configuration of the form (the index a is omitted)

ϕλ(x) = ϕc(λx). (7.27)

For small λ, the difference

ϕλ(x) − ϕc(x) ≡ ϕc(λx) − ϕc(x)

is a small variation of the field. It vanishes at spatial infinity, since ϕc(x)
tends to a constant as |x| → ∞ (otherwise the gradient contribution to the
energy would diverge). Consequently, the energy functional calculated on
the configurations (7.27),

E(λ) = E[ϕλ(x)],
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must have at extremum an λ = 1 (calculated on the one-parameter family
of field configurations (7.27) the energy functional is a function of the
parameter λ only),

dE

dλ

∣∣∣∣
λ=1

= 0. (7.28)

We shall see that in a number of cases this cannot hold.
Let us calculate the energy for the configuration (7.27):

E(λ) =
∫

ddx

[
1
2
Fab(ϕc(λx))

(
∂

∂xi
ϕa

c (λx)
) (

∂

∂xi
ϕb

c(λx)
)

+ V (ϕc(λx))
]

.

In this integral, we make the change of variables

y = λx,

so that ddx = λ−dddy; ∂
∂xi = λ ∂

∂yi . We obtain

E(λ)=λ−d

∫
ddy

[
1
2
Fab(ϕc(y))·λ2

(
∂

∂yi
ϕa

c (y)
)(

∂

∂yi
ϕb

c(y)
)

+V (ϕc(y))
]

or
E(λ) = λ2−dΓ + λ−dΠ, (7.29)

where

Γ =
∫

ddx
1
2
Fab(ϕc)∂iϕ

a
c∂iϕ

b
c (7.30)

Π =
∫

ddxV (ϕc).

We stress that Γ and Π are expressed solely in terms of the original solution
ϕa

c (x); here Γ and Π are the gradient and the potential terms, respectively,
in the energy of this configuration. By virtue of conditions (7.25), (7.26),
we have

Γ > 0
Π > 0.

Since Γ and Π do not depend on λ, we know the function E(λ) explicitly:
it is given by formula (7.29). The condition for its extremality (7.28) gives

(2 − d)Γ − dΠ = 0. (7.31)

Together with the positivity of Γ and Π, this condition leads to serious
constraints on the existence of classical solutions in scalar theories, as
follows.
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1. d > 2: condition (7.31) is satisfied only if

Γ = Π = 0.

This means that ∂iϕ
a
c = 0 and ϕa

c is the absolute minimum of the
potential V (ϕ), i.e. the only solution is the classical vacuum.

2. d = 2: condition (7.31) gives

Π = 0.

If the potential V (ϕ) is non-trivial, then this condition also means
that the only static solution is the classical vacuum. The only class of
(2 + 1)-dimensional scalar models where the existence of non-trivial
classical solutions is possible is that of models with

V (ϕ) = 0 for all ϕ,

i.e. there is no potential term in the Lagrangian (in this case, the
kinetic term must have a complicated structure). Such a situation is
realized, for example, in the model of n-field, which will be considered
in Section 7.4.

3. For d = 1: condition (7.31) gives the virial theorem

Γ = Π

and does not impose constraints on the choice of model.

The physical reason for the absence of static solitons in (d + 1)-
dimensional scalar theories with d > 2 (and d = 2 for V (ϕ) �= 0) is the
following. If ϕa(x) is some configuration of scalar fields, then, as can be
seen from (7.29), the energy of an adjacent configuration ϕa(λx) is less
than the energy of the original field, at λ > 1. The configuration ϕa(λx)
differs in size from ϕa(x): if r is the characteristic size of the configuration
ϕa(x), then the characteristic size of the configuration ϕa(λx) is equal to
λ−1r, i.e. it is a factor of λ−1 less (λ > 1). In other words, it is energetically
favorable that a particle-like configuration becomes unboundedly shrunken.

We note that this difficulty can be avoided in scalar theories with d > 2
only at the cost of adding terms with higher derivatives to the Lagrangian.
For example, if one adds a term of fourth order in derivatives to the
Lagrangian (and hence, to the static energy), the scale argument studied
earlier is modified; instead of (7.31), one obtains

(4 − d)Γ4 + (2 − d)Γ2 − dΠ = 0, (7.32)

where Γ2 is the contribution to the energy of the field ϕc(x) from terms
with two derivatives (of the type of (7.30)), while Γ4 is the contribution
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to the energy of the configuration ϕa
c (x) from terms with four derivatives

(of the type
∫

ddx(∂iϕ)4). For d = 3, condition (7.32) can be satisfied for
positive Π,Γ2,Γ4, i.e. a soliton may exist. Such a situation is realized in
the Skyrme model, considered in one of the Supplementary Problems for
Part II.

Let us now consider gauge theories. For ease in writing down the
formulae, we shall restrict ourselves to the case of a simple (matrix) gauge
group G. Let Aµ be the gauge field, ϕ a scalar field transforming according
to a (generally speaking, reducible) unitary representation T of the group
G. The Lagrangian of the gauge theory has the form

L =
1

2g2 Tr F 2
µν + (Dµϕ)†(Dµϕ) − V (ϕ),

where

Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]
Dµϕ = [∂µ + T (Aµ)]ϕ

(we recall that Aν and Fµν are anti-Hermitian matrices; we shall use the
matrix form of the gauge fields).

As an example, let us consider fields which do not depend on time in
the gauge A0 = 0. (Note that the time independence of the fields is not
a gauge-invariant concept: if some configuration does not depend on time,
by performing a gauge transformation over it with a time-dependent gauge
function, we obtain a field which depends on time). For the configurations
in which we are interested,

F0i = 0 (7.33)
D0ϕ = 0. (7.34)

We note that these equations are gauge invariant; they could be used as
the basis for a definition of the class of fields considered.

In fact, the class of fields satisfying the conditions (7.33) and (7.34) does
not exhaust all the interesting cases of static solutions (an example of a
static solution which does not satisfy (7.33) and (7.34) is provided by a
magnetic monopole with an electric charge, a dyon). However, we shall
limit our analysis to this class of fields for definiteness in our subsequent
study.

The energy functional for the fields considered here has the form

E[Ai, ϕ] =
∫

ddx

[
− 1

2g2 Tr FijFij + (Diϕ)†(Diϕ) + V (ϕ)
]

,

where all three terms are positive (as before, we assume that V (ϕ) is non-
negative and equal to zero only for the classical vacuum).
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Suppose Ac(x) and ϕc(x) is a classical solution. We again apply a scale
transformation, where we choose the transformation of the field A such
that Fij and Diϕ transform homogeneously. This requirement leads us to
consider the following family of fields:

ϕλ(x) = ϕc(λx) (7.35)
Aλ(x) = λAc(λx).

Then, the covariant derivative with respect to x for the new configuration
is equal to

D(λ)
x ϕλ(x) =

[
∂

∂x
+ T (Aλ(x))

]
ϕλ(x) = λDyϕc(y),

where y = λx,

Dyϕc(y) =
[

∂

∂y
+ T (Ac(y))

]
ϕc(y)

is the covariant derivative with respect to y for the original configuration.
The strength tensor for the new field is equal to

F
(λ)
ij (x) =

∂

∂xi
Aj

λ(x) − ∂

∂xj
Ai

λ(x) + [Ai
λ(x), Aj

λ(x)] = λ2F
(c)
ij (y),

where

F
(c)
ij =

∂

∂yi
Aj

c(y) − ∂

∂yj
Ai

c(y) + [Ai
c(y), Aj

c(y)]

is the strength tensor of the original configuration with coordinates y.
Substituting these expressions in the energy functional for the configuration
(7.35) we obtain

E(λ) = λ4−dG + λ2−dΓ + λ−dΠ,

where

G =
∫

ddy

(
− 1

2g2 Tr F
(c)
ij (y)F (c)

ij (y)
)

Γ =
∫

ddy(Dyϕc)†(Dyϕc)

Π =
∫

ddyV (ϕc).

G, Γ,Π are, respectively, the contributions of the gauge field, the covariant
derivative and the potential of the scalar field to the energy of the classical
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solution (ϕc,Ac): all these quantities are positive. The extremality con-
dition on E(λ) at λ = 1 gives

(4 − d)G + (2 − d)Γ − dΠ = 0. (7.36)

This condition is far weaker than (7.31); it does not prohibit the existence
of non-trivial classical solutions for d = 2 and d = 3; we shall learn
about solitons in gauge theories in two and three spatial dimensions in
Section 7.3 and in the following chapters. The case d = 4 (instantons)
is also interesting; here, condition (7.36) requires that scalar fields be
completely absent from the theory (or the value of scalar fields would be
the vacuum value everywhere in space).

Thus, the scale argument for gauge theories with scalar fields does not
work for d ≤ 3, while for gauge theories without scalar fields it does not
work for d = 4. It prohibits the existence of non-trivial static classical
solutions

1. in theories with scalar fields for d ≥ 4

2. in purely gauge theories (without scalar fields) for d �= 4 (in
particular, in a purely gauge theory in the physically interesting
(3 + 1)-dimensional space–time, there are no solitons).

7.3 The vortex

The vortex is the simplest soliton in gauge theory with scalars (Abrikosov
1966, Nielsen and Olesen 1973). It arises in a model with gauge group
U(1) and the Higgs mechanism in (2 + 1)-dimensional space–time. Thus,
the model contains a one-component gauge field Aµ(x) and a complex scalar
field ϕ(x), transforming under gauge transformations as follows:

ϕ(x) → eiα(x)ϕ(x)

Aµ(x) → Aµ(x) +
1
e
∂µα(x).

Here and subsequently in this section, µ, ν = 0, 1, 2. The Lagrangian of the
model has the form

L = −1
4
F 2

µν + (Dµϕ)∗(Dµϕ) − V (ϕ), (7.37)

where, as usual,

Fµν = ∂µAν − ∂νAµ

Dµϕ = (∂µ − ieAµ)ϕ,
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and we choose the potential in a form which ensures that the Higgs
mechanism comes into play:

V (ϕ) = −µ2ϕ∗ϕ +
λ

2
(ϕ∗ϕ)2 +

µ2

2λ
,

or, equivalently,

V (ϕ) =
λ

2
(ϕ∗ϕ − v2)2,

where

v =
µ√
λ

.

We recall that the ground state in this model can be chosen such that
Aµ = 0, ϕ = v; then the vector field has the mass

mV =
√

2ev, (7.38)

and the scalar field in the unitary gauge is written in the form ϕ = v +
η(x)/

√
2, where the real field η(x) has mass

mH =
√

2λv =
√

2µ. (7.39)

Clearly, formulae (7.38) and (7.39) are relevant for small (linear)
perturbations about the vacuum ϕ = v.

To find a soliton in this model, we first consider all possible non-singular
field configurations which do not depend on time in the gauge A0 = 0.
(We recall that in this gauge there is a residual invariance under time-
independent gauge transformations). We shall require the field energy to
be finite, but we shall not yet fix the residual gauge freedom. For the
configurations in which we are interested the energy functional has the
form

E[Ai(x), ϕ(x)] =
∫ [

1
4
FijFij + (Diϕ)∗Diϕ + V (ϕ)

]
d2x. (7.40)

A necessary (but not sufficient) condition for the energy to be finite is that
V (ϕ) should tend to zero as |x| → ∞, i.e.

|ϕ| → v for |x| → ∞.

Let us fix a large circle (radius R) with center at the origin. For sufficiently
large R, the modulus of the field on this circle is equal to v; however, the
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b ca

Figure 7.4.

phase of the field ϕ may depend on the polar angle in the two-dimensional
space, θ. Thus, on our circle,

ϕ = eif(θ)v.

The function veif(θ) defines a mapping of the circle of radius R in space
to a circle of radius v in the plane of complex ϕ. The mapping of circle to
circle can be characterized by an integer n = 0,±1,±2, . . ., the “winding
number.” This can be illustrated as follows: take a rubber ring and place
it on a rigid hoop. The way of doing this, which corresponds to n = 0, is to
contract the whole ring to a single point on the hoop, or to place the ring as
shown in Figure 7.4(a). The mapping with n = +1 is the mapping shown in
Figure 7.4(b); the mapping with n = −1 is obtained by placing the rubber
ring “upside down.” The mapping with n = 2 is obtained by making the
rubber ring into a figure “eight,” folding it as shown in Figure 7.4(c) and
then placing it on the hoop. The construction of the mappings with higher
n is evident. In analytical form, mappings with different n can be chosen,
for example, as

ϕ(θ) = einθv. (7.41)

Of course, the phase of the field ϕ is not gauge invariant. However,
the winding number is invariant under gauge transformations which are
smooth in the whole of two-dimensional space. For example, one might try
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to decrease the winding number by unity by taking as gauge function

eiα(x) = e−iθ;

however, such a gauge transformation is singular at the origin of the
coordinate system; in particular, the transformed vector-potential

Ai +
1
e
∂iα(x)

grows as 1/r as r → 0. It is intuitively clear that this example is of a
general nature; we shall discuss the properties of mappings of this type in
more detail in Chapter 8.

The winding number, which characterizes the field configuration ϕ(x),
does not depend on the choice of curve around the origin of the coordinate
system, if this curve is in a sufficiently distant region, where |ϕ| = v.
Indeed, the winding number is discrete and does not change when the
curve changes continuously. It is clear from these considerations that the
winding number does not change even when the field evolves smoothly in
time, provided this evolution does not affect the field at spatial infinity.
Thus, the winding number is a topological number characterizing the field
configuration and is an integral of motion. As in the example with the kink,
the set of all fields with finite energy divides into disjoint sets (sectors); in
this case there are infinitely many sectors, which are characterized by an
integer n = 0,±1, . . ..

In fact, formula (7.41) exhausts all possible field asymptotics, modulo
gauge transformations which are smooth throughout space. To see this, we
note, in the first place, that the winding number can be written in explicit
form as

n =
1

2πiv2

∮
dxiϕ∗∂iϕ,

where the integral is taken over a remote circle. If ϕ = eif(θ)v, then
n = 1

2π [f(2π) − f(0)]. Thus, two fields with the same winding number
differ asymptotically by a phase factor with winding number zero: if
asymptotically

ϕ1(x) = eif1(θ)v

ϕ2(x) = eif2(θ)v,

where f1(2π) − f1(0) = f2(2π) − f2(0), then

ϕ2(x) = eif21(x)ϕ1(x),

where f21 = f2 − f1, and

f21(2π) − f21(0) = 0.
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Since f21 is a single-valued function of θ, it is possible to construct a smooth
gauge function

α(r, θ) = g(r)f21(θ), (7.42)

where g(r) is some arbitrarily chosen smooth function obeying g(r → 0) =
0, g(r → ∞) = 1. Upon gauge transformations with gauge function (7.42),
the field ϕ1 becomes

ϕ′
1(x) = eiα(r,θ)ϕ1(x),

and the field ϕ′
1 has the same asymptotics as the field ϕ2. Thus, using

gauge transformations which are smooth throughout space one can achieve
that asymptotically the fields have a fixed (for each n) form; this form can
be fixed by formula (7.41). In each sector of space of the fields, we now
know the asymptotic form of the scalar field.

Let us search for solitons in the sector with n = 1. Asymptotically, as
|x| → ∞, the scalar field has the form

ϕ = eiθv. (7.43)

For the energy to be finite, the covariant derivative Diϕ must decrease
more rapidly than 1/r (otherwise

∫
d2x|Diϕ|2 would diverge as |x| → ∞).

The conventional derivative does not have this property, since

∂iϕ = eiθvi∂iθ = (eiθv)
(

− i

r
εijnj

)
,

where ni = xi

r is a unit vector in the direction x. Such a slow decrease in
the conventional derivative needs to be compensated by the field Ai with
asymptotics

Ai = − 1
er

εijnj . (7.44)

This asymptotics is a pure gauge, Ai = 1
e∂iθ, thus the tensor Fij decreases

more rapidly than 1/r2, although the field Ai decreases as 1/r.
To obtain a soliton configuration, we need to find a smooth solution of

the field equations with asymptotics (7.43), (7.44). To find a corresponding
Ansatz we use an approach which works in the case of more complex
systems as well. We note that the asymptotics (7.43), (7.44) are invariant
under spatial rotations, complemented by global phase transformations of
the field ϕ, i.e.

ϕ(θ) = e−iαϕ(θ + α)

(the invariance of Ai is evident: rotation of the vector ni leads to rotation
of Ai as a spatial vector). We now write down the most general form of
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fields, invariant under these generalized spatial rotations:

ϕ(r, θ) = veiθF (r)

Ai(r, θ) = − 1
er

εijnjA(r) + niB(r),

where F (r), A(r) and B(r) are functions of radius which have to be found
from the field equations. We note further that the contribution from B(r)
is a pure gauge,

niB(r) = ∂i

(∫ r

B(r)dr

)
,

therefore, we can set B(r) = 0 (this does not contradict the asymptotics
(7.44)). Thus, a solution can be sought in the form

ϕ(r, θ) = veiθF (r) (7.45)

Ai(r, θ) = − 1
er

εijnjA(r).

One not entirely trivial property of this Ansatz is that it “passes through”
the field equations, i.e. all field equations are reduced to two equations for
F (r) and A(r) (this statement and the results of the next two problems
can be generalized to arbitrary models and arbitrary symmetries; this
generalization is known as Coleman’s theorem).

Indeed, substituting the expression (7.45) in the field equations following
from the Lagrangian (7.37), we obtain two ordinary differential equations
in the two functions A(r) and F (r):

− d

dr

(
1
r

dA

dr

)
− 2e2v2 F 2

r
(1 − A) = 0, (7.46)

− d

dr

(
r
dF

dr

)
+ λv2rF (F 2 − 1) +

F

r
(1 − A)2 = 0.

It is important that the number of equations is the same as the number of
unknown functions, i.e. the system (7.46) is self-consistent.

Problem 9. Show that for fields of the form (7.45), all the field equations
reduce to the two ordinary differential equations (7.46) in F (r) and A(r).

Problem 10. Write down the energy functional for fields of the form
(7.45) in the form of a simple integral over dr. Find conditions for
extremality of this integral and show that they reduce to the equations
(7.46).
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It follows from (7.43) and (7.44) that the functions F (r) and A(r) have
the following asymptotics:

F (r) → 1, A(r) → 1, as r → ∞. (7.47)

Moreover, the requirement of smoothness of the fields at r = 0 imposes the
condition

F (r) → 0, A(r) → 0 as r → 0 (7.48)

(more precisely, F (r) = O(r), A(r) = O(r2) as r → 0). Unfortunately, it is
impossible to find an explicit solution to the equations for F (r) and A(r)
with boundary conditions (7.47) and (7.48); the form of the functions F (r)
and A(r) can be found numerically.

We can convince ourselves of the existence of solutions of equations
(7.46) with the behavior of (7.47) and (7.48), using the following highly
reliable, but non-rigorous argument. For definiteness, consider the case
mH < 2mV . We show initially that there is a two-parameter family of
solutions of equations (7.46) satisfying the condition (7.47); at this point,
we shall not impose the requirement (7.48). For large r, we write A(r) =
1−a(r), F = 1−f(r), where we require a(r) → 0 and f(r) → 0 as r → ∞.
The first equation of (7.46) is linearized in an evident manner and has the
form

r
d

dr

(
1
r

da

dr

)
− m2

V a = 0.

It has a one-parameter family of solutions, tending to zero as r → ∞,

a(r) = Ca

√
re−mV r, (7.49)

where Ca is an arbitrary constant. The second equation of (7.46) is also
linearized,

1
r

d

dr

(
r
df

dr

)
− m2

Hf = 0,

and we now obtain a family of solutions decreasing as r → ∞:

f(r) = Cf
e−mHr

√
r

, (7.50)

where Cf is another arbitrary constant.4 Thus, we actually have a two-
parameter family of solutions, decreasing as r → ∞.

4The requirement mH < 2mV has been imposed to ensure that the third term in the
second equation of (7.46) is small in comparison with the second for the solutions (7.49)
and (7.50). For mH > 2mV a more accurate analysis is required, but the conclusion
about the two-parameter family of solutions remains valid.
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Let us now study another family of solutions of equations (7.46), namely,
those which satisfy the conditions (7.48) (without the requirement (7.47)).
For small r we write

F (r) = αfr + βfr3 + · · · ,
A(r) = αar2 + βar4 + · · · ,

where αf , . . . , βa are constants which are as yet unknown. Substituting
these expressions in (7.46) and equating terms with the equal powers of r,
we obtain that αf and αa are arbitrary, while βf and βa are expressed in
terms of the latter as

βa = −m2
V

8
α2

f ,

βf = −m2
H

16
αf − 1

8
αaαf

(here, it is important that to leading (zeroth) order in r, the second
equation of (7.46) is satisfied identically). Thus, the second family of
solutions is also two-parametric, being characterized by the two parameters
αf and αa.

The solution in which we are interested satisfies both conditions (7.47)
and (7.48), i.e. it must belong to both the first and the second family. In
other words, some solution from the first family, characterized by certain
values Ca and Cf , must be matched to a solution from the second family
for some αa, αf . The condition for matching of two solutions at some (no
matter which) point r0 is the equality of the functions F (r0) and A(r0) and
their derivatives F ′(r0) and A′(r0) at that point. This requirement gives
four algebraic equations for four unknown parameters Ca, Cf , αa and αf ,
i.e. the number of parameters is the same as the number of equations for
them. Such a system usually has a solution (or a discrete set of solutions),
and this is a strong argument supporting the existence of solutions of
interest to us.

Of course, this argument is not applicable solely to vortices. Although
it is rather heuristic, it leads to correct results in all known cases. We note
that when this argument is applied to systems of linear equations, account
must be taken of the fact that the overall multiplicative constant is in fact
not a parameter of a solution.

Problem 11. Find F (r) and A(r) numerically for mH = mV = 1.

Problem 12. Consider the case mH � mV . Show that the region in
which |ϕ| differs significantly from v, i.e. (|ϕ|−v) ∼ v has size of the order
of 1/mH , while the region where A(r) is significantly different from unity
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has size of the order of 1/mV . Thus, a soliton has a small scalar core and
a relatively large vector core. Find the asymptotics of the function A(r)
outside the vector core (r � 1/mV ). Show that outside the scalar core
(r � 1/mH , but not necessarily r � 1/mV ) the field Bi = (Ai + 1

er εijnj)
satisfies the equation of a free massive vector field (we note that Bi → 0 as
r → ∞). Find an explicit form for A(r) outside the scalar core, i.e. at r �
1/mH (but not necessarily r � 1/mV ). Find the mass of the soliton with
logarithmic accuracy in mH/mV , i.e. show that Msol = C(mV , e)(ln mH

mV
+

O(1)) and calculate the coefficient C in front of the logarithm.
Although it is not possible to find a soliton solution explicitly, the mass

of the soliton and its size can be estimated based on scaling considerations.
We shall do this, assuming that mH

mV
∼ 1. In the energy functional (7.40),

we change the variables

ϕ(x) = vφ(y)

Ai(x) =
mV

e
Ci(y),

where
y = mV x. (7.51)

This change of variables is chosen so that the three terms in the energy
density have the same order for φ ∼ 1, Ci ∼ 1, y ∼ 1;

F 2
ij =

(
m2

V

e

)2

C2
ij

|Diϕ|2 = (mV v)2|Diφ|2 =
(

m2
V

e

)2 1
2
|Diφ|2

λ

2
(|ϕ|2 − v2)2 =

λv4

2
(|φ|2 − 1)2 =

(
m2

V

e

)2
m2

H

8m2
V

(|φ|2 − 1)2,

where Cij = ∂Cj

∂yi − ∂Ci

∂yj , Diφ = ( ∂
∂yi − iCi)φ. Thus, the energy functional

has the following form in terms of the new variables:

E =
m2

V

e2

∫
d2y

[
1
4
C2

ij +
1
2
(Diφ)2 +

1
8

m2
H

m2
V

(|φ|2 − 1)2
]

. (7.52)

For mH ∼ mV , the expression in the integrand does not contain small or
large parameters; thus, a minimum of the energy functional is attained at

φ ∼ 1, Ci ∼ 1,

and the characteristic size of the soliton in the new variable is of the order
of unity

y ∼ 1.
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The last equation, together with (7.51), means that the size of a soliton in
space is of the order

rsol ∼ 1
mV

.

Finally, the mass of the soliton (value of the energy functional (7.52) at the
minimum) is of the order

Msol ∼ m2
V

e2 .

More precisely, the dependence of the mass on the parameters of the model
follows from (7.52),

Msol =
m2

V

e2 M

(
mH

mV

)
, (7.53)

where the function M(mH

mV
) can be found numerically.

To end this section, we note that the soliton described in this section
can also be viewed as a static solution of the field equations in the model
(7.37) in (3+1)-dimensional space–time, which does not depend on x3 and
has A3 = 0. Such a solution describes an infinitely long straight object, a
vortex or a string. Here, in the general case the topological number n is
proportional to the vortex magnetic flux

n =
e

2π

∫
H3d

2x, (7.54)

where the integral is evaluated over some plane orthogonal to the vortex
(or system of parallel vortices), for example, the plane (x1, x2). Indeed,
the requirement that the covariant derivative of the field ϕ = eiθn should
decrease rapidly leads to asymptotics of the field Ai of the form (compare
with (7.44))

Ai =
n

e
∂iθ, i = 1, 2.

Hence, n is expressed in terms of an integral over a remote path in the
plane (x1, x2):

n =
e

2π

∮
Aidxi,

which leads to (7.54) by Stokes’s theorem. The fact that the topological
number is integer valued means that the vortex magnetic flux is quantized.
Expression (7.53) represents the mass of the vortex per unit length.

The physical systems in which vortices actually occur are type-2
superconductors. The energy functional (7.40) is the Ginzburg–Landau
Hamiltonian.
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Vortices of the type described are considered in particle theory, although
it is still not known whether or not they exist in nature (there are none in
the Standard Model). In the cosmological context they are called cosmic
strings.

7.4 Soliton in a model of n-field in
(2 + 1)-dimensional space–time

The model of n-field gives an example of a situation when in theories with
scalar fields only the potential term in the Lagrangian is absent, and the
existence of a soliton in (2 + 1)-dimensional space–time is not forbidden
by the scale arguments of Section 7.2. Another interesting feature of this
model is the presence of topological properties, somewhat different from
those considered in the previous examples (Sections 7.1 and 7.3).

The model contains three real scalar fields ϕa, a = 1, 2, 3, on which a
nonlinear condition is imposed at each point x:

ϕa(x)ϕa(x) = 1 (7.55)

(sometimes the fields are denoted by na, this is how the model obtained
its name; we shall reserve the notation n for a unit radius vector). Thus,
the fields belong to the sphere S2 of unit radius; only two variables for the
three fields ϕa are independent. We choose the Lagrangian of the model in
the form

L =
1

2g2 ∂µϕa∂µϕa, (7.56)

where g is some constant, µ, ν = 0, 1, 2. We note that the Lagrangian
and condition (7.55) are invariant under global transformations from the
group O(3), under which the fields ϕa transform as components of a three-
dimensional vector.

Although the Lagrangian (7.56) is quadratic in the fields, the field
equations are nonlinear, since the nonlinear condition (7.55) is imposed
upon the fields. To obtain these equations we use the standard Lagrange
method. We add the relation (7.55) to the action with a Lagrange
multiplier, i.e. we write

S̃ =
∫

d3x
1

2g2 ∂µϕa∂µϕa +
1

2g2

∫
d3xλ(x)(ϕa(x)ϕa(x) − 1).

Here λ(x) is a Lagrange multiplier; the factor 1/2g2 in the second term is
introduced for convenience. The field equations are obtained by varying
S̃ with respect to the fields ϕa(x), assuming them to be independent, and
choosing the Lagrange multiplier λ(x) such that the constraint (7.55) is
satisfied.
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From the variation of S̃ we obtain

−∂µ∂µϕa(x) + λ(x)ϕa(x) = 0. (7.57)

We find the Lagrange multiplier by multiplying (7.57) by ϕa and using
(7.55);

−ϕa(x)∂µ∂µϕa(x) + λ(x) = 0,

i.e.
λ(x) = ϕa∂µ∂µϕa. (7.58)

Thus, we finally obtain from (7.57) and (7.58) an equation which does not
contain the Lagrange multiplier:

−∂µ∂µϕa + (ϕb∂µ∂µϕb)ϕa = 0. (7.59)

This equation is nonlinear, as was to be expected.
We shall study the static (not dependent upon time) configurations of

fields with a finite energy. The energy functional for these has the form

E =
1

2g2

∫
∂iϕ

a∂iϕ
a, d2x. (7.60)

Let us first consider the ground state, which is a field configuration with
least energy. It is clear that the least value of the energy is zero, which is
realized for homogeneous (not depending on x) fields. As usual, taking into
account the global O(3) symmetry, we can choose as the ground state any
constant vector, and the global O(3) symmetry is broken. Let us choose as
the ground state the configuration

ϕa = −δa3, (7.61)

which corresponds to the south pole of the sphere S2.
Let us now discuss static configurations of fields with finite energy. The

finiteness of energy means that ϕa(x) tends to a constant as |x| → ∞,
where this constant does not depend on the angle in the plane (x1, x2)
(otherwise ∇ϕa ∼ 1/r and the integral in (7.60) diverges). As far as
topological properties of such configurations are concerned, all spatially
infinite “points” can be identified, and the space becomes topologically
equivalent to the two-dimensional sphere S2. Every configuration of fields
ϕa(x) with finite energy determines a mapping of the sphere S2 (space
with infinity identified) to S2 (set of values of the field). As in the case of
mappings from S1 to S1, the mapping from S2 to S2 is characterized by
a topological number n = 0,±1,±2, . . ., called the degree of the mapping.
The construction of mappings with different n reiterates the construction
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studied in Section 7.3, except that instead of a ring, one has to consider
a sphere. Thus, the set of configurations of fields ϕa divides into disjoint
subsets (sectors): the sector with n = 0 contains the vacuum, while in the
sector with n = 1 the topological soliton can be sought.

It is useful to derive an explicit formula for n as a functional of ϕa(x).
For this, we consider a mapping of the region near the point x to the region
near the point �ϕ(x), shown in Figure 7.5 (we shall sometimes consider the
triplet ϕa as the vector �ϕ of unit length in the three-dimensional space of
the fields).

dx2

dx1

(d�ϕ)1 = ∂�ϕ
∂x1 dx1

(d�ϕ)2 = ∂�ϕ
∂x2 dx2

Figure 7.5.

The area of the region obtained by this mapping is equal to

d�σ = (d�ϕ)1 × (d�ϕ)2,

and the vector d�σ may be either parallel or antiparallel to the vector �ϕ (dσ
is a region on the sphere S2, and �ϕ is orthogonal to that sphere). If the
mapping S2

space → S2
field has degree n, then the sphere S2

field is covered n
times, i.e.

n =
1
4π

(surface area, swept by mapping).

Here, the area of an element of the surface should be taken with the plus
sign if the orientation of (d�ϕ)1 and (d�ϕ)2 is the same as that of (d�x1)
and (d�x2), and with minus sign otherwise (this latter case is shown in
Figure 7.5). The sign is derived correctly if we write

n =
1
4π

∫
�ϕd�σ,

which gives

n =
1
4π

∫
d2x�ϕ ·

[
∂�ϕ

∂x1 × ∂�ϕ

∂x2

]
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=
1
8π

∫
d2xεabcεijϕ

a∂iϕ
b∂jϕ

c. (7.62)

This topological number does not change under smooth variations of the
fields ϕa, which do not affect spatial infinity. Unlike the topological
numbers we met in Sections 7.1 and 7.3, it is associated not with the
properties of the field at spatial infinity, but with the fields in the whole
space.

Problem 13. Show by explicit calculation that the topological number
(7.62) does not change under local variations of the field ϕa, i.e. under
replacement of ϕa by ϕa + δϕa, where δϕa is an infinitesimal variation of
the field which decreases rapidly at spatial infinity.

In what follows, we shall suppose, without loss of generality, that the
field ϕa(x) tends to the vacuum value (−δa3) at spatial infinity.

Problem 14. Consider the configuration of fields of the form

ϕα(x) = nα sin f(r)
ϕ3(x) = cos f(r),

where α = 1, 2; nα = xa

r is the unit radius vector in two-dimensional
space, f(r) is a real function, f(r) → π as r → ∞, such that the field ϕa

tends to the vacuum value at spatial infinity. Since ϕαϕα + (ϕ3)2 = 1, this
configuration is actually a possible n-field configuration.

1. Find the boundary condition for f(r) at r = 0 which ensures that
the field ϕa(x) is smooth. Show that all boundary conditions are
characterized by an integer.

2. Calculate the topological number (7.62) for the given configurations.
Find its connection with the integer from the previous point.

As previously mentioned, the soliton has to be sought in the sector
with topological number 1. In order to find an explicit solution, we use a
technique (Belavin and Polyakov 1975) which also has an analogy in certain
more complicated models. Let us consider the quantity

F a
i = ∂iϕ

a ± εabcεijϕ
b∂jϕ

c

(later, it will become clear that the sign + should be chosen for positive
topological numbers, and the sign − otherwise). Evidently, we have∫

F a
i F a

i d2x ≥ 0, (7.63)
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where equality holds only if

∂iϕ
a ± εabcεijϕ

b∂jϕ
c = 0. (7.64)

On the other hand,

F a
i F a

i = ∂iϕ
a∂iϕ

a ± 2εabcεij∂iϕ
aϕb∂jϕ

c + εabcεijε
adeεikϕb∂jϕ

cϕd∂kϕe.
(7.65)

The last term here is equal to

δjk(δbdδce − δbeδcd)ϕbϕd∂jϕ
c∂kϕe = ∂jϕ

c∂jϕ
c − (ϕb∂jϕ

b)(ϕc∂jϕ
c)

= ∂jϕ
c∂jϕ

c,

where we use the relation ϕaϕa = 1 and its consequence

ϕa∂iϕ
a = 0.

Renaming and permuting the indices in (7.65), we obtain

F a
i F a

i = 2∂iϕ
a∂iϕ

a ∓ 2εabcεijϕ
a∂iϕ

b∂jϕ
c.

Thus, the inequality (7.63) gives∫
d2x∂iϕ

a∂iϕ
a ≥ ±

∫
d2xεabcεijϕ

a∂iϕ
b∂jϕ

c,

or
E ≥ 4π

g2 |n|. (7.66)

Hence, we note that in the sector with topological number n, the energy
is bounded from below by the value 4π

g2 |n|, where the absolute minimum of
the energy in each sector is attained if the field satisfies equation (7.64). A
soliton is the absolute minimum of the energy in the sector with n = 1; this
can be found by solving equation (7.64) (with the choice of sign +). It is
important to note that, unlike the original field equation (7.59), equation
(7.64) is a first-order equation and is easier to solve.

Problem 15. Show that any solution of equation (7.64) is also a solution
of equation (7.59).

We now find an explicit expression for soliton fields. For this, we use an
Ansatz which is invariant under SO(2) spatial rotations, complemented by
SO(2) rotations around the third axis in the space of the fields

ϕα(x) = nα sin f(r) (7.67)
ϕ3(x) = cos f(r),
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where nα = xα

r , α = 1, 2. The condition ϕaϕa = ϕαϕα + (ϕ3)2 = 1 is
automatically satisfied. The derivatives of the fields are equal to

∂iϕ
α =

1
r
(δiα − ninα) sin f + ninαf ′ cos f

∂iϕ
3 = −nif ′ sin f.

Moreover,

εijε
3αβϕα∂jϕ

β = εijεαβnα sin f

[
1
r
(δiα − ninα) sin f + ninαf ′ cos f

]

= εijεαβδjβnα
1
r

sin2 f = ni
1
r

sin2 f.

Equation (7.64) with a = 3 takes the form

−nif
′ sin f + ni

1
r

sin2 f = 0,

or
f ′ =

1
r

sin f. (7.68)

Equation (7.64) with a = 1, 2 reduces to equation (7.68).

Problem 16. Show that equation (7.64) with a = 1, 2 for fields of the
form (7.67) reduces to equation (7.68).

The solution of equation (7.68) with boundary condition which ensures
that ϕa = −δa3 as r → ∞,

f(∞) = π,

has the form

f = 2 arctan
r

r0

so that

ϕα = 2
xαr0

r2
0 + r2

ϕ3 =
r2
0 − r2

r2
0 + r2 ,

where r0 is an arbitrary constant (soliton size). The fact that the soliton
size may be arbitrary, actually follows already from the scale considerations
of Section 7.2. From the results of Problem 14 of this section, it follows
that the topological number of this soliton is actually equal to 1, and hence
it follows from (7.66) that its energy (mass) does not depend on size and
is equal to

Msol =
4π

g2 . (7.69)



7.4 Soliton in a model of n-field in (2 + 1)-dimensional space–time 171

Problem 17. Calculate the soliton energy explicitly and verify that
equation (7.69) holds.

Problem 18. Let us introduce the variables Wα = 2 ϕα

1−ϕ3 , α = 1, 2 and
also the complex variable W = W1 + iW2. Show that equations (7.64)
are Cauchy–Riemann conditions, guaranteeing that W is a function of the
complex variable z = x1 + ix2. Using this property, find a general n-soliton
solution (i.e. a solution with topological number n). Show that the one-
soliton solution found earlier is the unique solution modulo O(3) rotations
and spatial translations.
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Chapter 8

Elements of Homotopy
Theory

8.1 Homotopy of mappings

In Chapter 7, we met examples of mappings from one manifold to another.
There, the global properties of these mappings, which remain unchanged
under continuous changes of the mappings, were important. In this chapter,
we briefly discuss certain topological (i.e. global) properties of mappings in
quite general form, together with some specific results which are useful for
physics.

Let X,Y be topological spaces (we shall often simply refer to spaces),
i.e. sets in which the concept of the proximity of two points is defined.
For us, the important cases will be those in which the topological spaces
are domains of dimension n or lower, of Euclidean space Rn. A mapping
f : X → Y is continuous if it takes any nearby points in X to nearby points
in Y . In what follows we shall consider only continuous mappings, unless
otherwise stated. The mappings f : X → Y and g : X → Y are said to
be homotopic if one can be continuously deformed to the other, i.e. if there
exists a family of mappings ht, depending continuously on the parameter
t ∈ [0, 1], such that

h0 = f, h1 = g.

In other words, if I is the interval [0, 1], then there exists a continuous
mapping H of the direct product X × I to Y , such that

H(x, 0) = f(x), H(x, 1) = g(x)

(here, H(x, t) = ht(x) for all x ∈ X).

173
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This definition can be formulated slightly differently: suppose C(X,Y )
is the set of continuous mappings from X to Y , then f is homotopic to g
if f and g belong to the same connected component of C(X,Y ).

Problem 1. Show that homotopy is an equivalence relation in C(X,Y ).
The homotopy relation divides C(X,Y ) into equivalence classes. The

central problem, for us, is to describe the set of equivalence classes
(homotopy classes), which we denote by {X,Y }.

Example. If X consists of a single point, then C(X,Y ) coincides with
Y and {X,Y } coincides with the set of connected components of the space
Y .

A mapping f : X → Y is said to be homotopic to zero if it is homotopic
to a mapping taking the whole space X to a single point of Y . If Y is
connected, then all such mappings are homotopic to each other. Their
equivalence class is called the zero homotopy class. In what follows, we
shall consider connected topological spaces X,Y , unless otherwise stated.

Example. Let X = S1, Y = R2 \ {0} (Y is the plane with a point
removed). The mapping f : S1 → R2 \ {0}, shown in Figure 8.1, is
homotopic to zero, the mapping g is not homotopic to zero.

f

g
O

S2

R\{O}

Figure 8.1.

Problem 2. Let Y be a convex space in Rn, i.e. a set which for any two
of its points also contains the straight interval connecting them. Show that
a mapping of any space X to Y is always homotopic to zero.

Problem 3. Let f be a mapping of the sphere Sn to the topological space
X. Let Dn+1 be the ball with boundary Sn (written as ∂Dn+1 = Sn). Show
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that f is homotopic to zero if and only if it can be continuously extended into
the entire ball Dn+1, i.e. there exists a continuous mapping g : Dn+1 → X,
such that g|∂Dn+1 = f .

The well-known concept of a simply connected space (two paths with
the same beginning and end can always be continuously deformed to each
other) can be formulated as follows in the language of homotopy theory:
the space Y is simply connected if any mapping S1 → Y is homotopic to
zero.

Let us consider a mapping to a direct product

f : X → Y × Z.

It can be viewed as a pair of mappings

f1 : X → Y, f2 : X → Z,

such that f(x) is the pair (f1(x), f2(x)). For continuous deformation of the
mapping f , the deformations of the mappings f1 and f2 are continuous.
Consequently, there exists a one-to-one correspondence between {X,Y ×Z}
and {X,Y } × {X,Z}. The classification of mappings to a direct product
reduces to the classification of mappings to each of its factors.

The homotopy of mappings is closely related to the concept of the
homotopy of topological spaces. Two spaces Y1 and Y2 are said to be equi-
valent (homotopic) if there exist mappings

h1 : Y1 → Y2 and h2 : Y2 → Y1

such that h1h2 : Y2 → Y2 and h2h1 : Y1 → Y1 are homotopic to the identity
(the mapping e : Y → Y is said to be the identity if e(y) = y for all y ∈ Y ).
If Y1 and Y2 are homotopic and X is any topological space, then there
exists a one-to-one correspondence between {X,Y1} and {X,Y2}.

Problem 4. Let Y1 and Y2 be homotopic and h1, h2 the mappings of
the previous paragraph. Each mapping f : X → Y1 induces a mapping
g : X → Y2 via the formula g = h1f . 1) Show that in this way a mapping
from {X,Y1} to {X,Y2} is induced, i.e. if f and f ′ belong to the same class
in {X,Y1}, then h1f and h1f

′ belong to the same class in {X,Y2}. 2) Show
that this mapping from {X,Y1} to {X,Y2} is one to one.

Problem 5. Show that S1 and R2\{0} are homotopically equivalent. For
this, construct the mappings h1 : S1 → R2 \ {0} and h2 : R2 \ {0} → S1,
given in the definition of homotopic equivalence.

Generally, the sphere Sn−1 and the n-dimensional Euclidean space with
a point removed, Rn \ {0}, are homotopically equivalent.
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Another example of homotopically equivalent spaces is given by the
sphere with a point removed (let us say, the north pole) Sn \ {n.p.} and
Rn. Finally, we recall one further example from Section 7.4: the space Rn

with infinity identified is homotopically equivalent to the sphere Sn (here,
stereographic projection plays the role of the mapping h1).

Thus, the homotopy classes {X,Y } can be analyzed by considering
mappings of X to a space Y ′, homotopically equivalent to Y . The choice
of the space Y ′ is a matter of convenience.

Conversely, if X1 and X2 are homotopically equivalent spaces, then
the sets {X1, Y } and {X2, Y } are in one-to-one correspondence for any
topological space Y .

Problem 6. Prove the last assertion.

8.2 The fundamental group

In this section, we shall discuss mappings of a circle S1 to topological
spaces. These mappings can be viewed as mappings f from the interval
[0, 1] to X, such that f(0) = f(1). We shall consider connected spaces X.
We fix the point x0 to which the initial and final points of the interval [0, 1]
are mapped: f(0) = f(1) = x0. Mappings with this property form a subset
of the set C(S1, X) of all mappings from S1 to X; for all these mappings,
one can also define the concept of homotopy by complete analogy with
Section 8.1 (in addition to the usual continuity requirement, the condition
ht(0) = ht(1) = x0 for each t is imposed on the family of mappings ht

occurring in the definition of homotopy; we shall see that this constraint
is not significant). The set of homotopy classes of mappings f from the
interval [0, 1] toX such that f(0) = f(1) = x0 will be denoted by π1(X,x0).

A mapping from the interval [0, 1] to X is called a path in X. Thus, the
mappings in which we are interested are paths in X, beginning and ending
at the point x0. π1(X,x0) is the set of homotopy classes of closed paths
starting and ending at x0.

We introduce a group structure in π1(X,x0), as follows. Suppose f and
g are two paths in X, starting and ending at the point x0. We construct
the path f ∗ g to be the path which first runs along g and then along f , as
shown in Figure 8.2. The mapping f ∗ g from the unit interval [0, 1] to X
can be written as

(f ∗ g) =
{
g(2ξ), 0 ≤ ξ ≤ 1/2
f(2ξ − 1), 1/2 ≤ ξ ≤ 1,

where ξ ∈ [0, 1]. Since g(1) = f(0) = x0, the two halves of the formula
“match” at the point ξ = 1/2, so that the mapping f ∗ g defined by this
equation is indeed continuous.



8.2 The fundamental group 177

f
g

x0

X

Figure 8.2.

The inverse mapping to f is the path going in the reverse direction:

f−1(ξ) = f(1 − ξ)

(Figure 8.3). The operation ∗ and the taking of the inverse mapping induce
operations in π1(X,x0).

X

x0

f−1

X

x0

f

Figure 8.3.

Problem 7. Suppose we have mappings from [0, 1] to X starting and
ending at x0, such that f ′ is homotopic to f and g′ is homotopic to g.
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Show that f ′ ∗g′ is homotopic to f ∗g and f ′−1 is homotopic to f−1. Thus,
the operations defined above induce operations in π1(X,x0).

Let us choose as the unit element in π1(X,x0) the homotopy class
containing the mapping for which the whole of the interval [0, 1] is mapped
to the single point x0 (zero homotopy class of mappings from S1 to X).
The operations described above, ∗ and the taking of the inverse element,
are group operations in π1(X,x0).

Problem 8. Verify that π1(X,x0) is a group under the operations ∗ and
the taking of an inverse element.

The group π1(X,x0) is called the fundamental group.
If the space X is connected, then π1(X,x0) and π1(X,x′

0) are isomorphic
for all x0 and x′

0. The isomorphism is induced as follows. Let us choose,
once and for all, a path joining x0 and x′

0. Every path f beginning
and ending at the point x0 corresponds to a path f ′ starting and ending
at the point x′

0, as illustrated in Figure 8.4. (Here, the path from x′
0

to x0 is traversed twice–in the direct and the reverse directions). This
correspondence between paths induces a correspondence between π1(X,x0)
and π1(X,x′

0). One proves that this correspondence is one-to-one and
preserves the group properties.

x′
0

x0

Figure 8.4.

This isomorphism depends, generally speaking, on the choice of path
from x0 to x′

0. It can also be shown that, in the case of a commutative
fundamental group, the isomorphism does not depend on this path. Then,
one can speak about the group π1(X), without specifying the point x0. In
the general case of a non-commutative fundamental group, we can speak
about the group π1(X) only as an abstract group, i.e. without specifying
which particular element corresponds to which specific path.
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Problem 9. Based on the discussions in Section 7.3, show that

π1(S1) = Z,

where Z is the group of integers under addition.

Problem 10. Give an example of a topological space X, whose
fundamental group is non-commutative.

From the result of the last problem, it follows that, generally speaking,
the fundamental group is non-commutative. One can prove, however, that
the fundamental group of any Lie group is commutative.

8.3 Homotopy groups

In the previous section, we saw that the set of homotopy classes π1(X) of
mappings of a circle S1 to a topological space X has a group structure.
This construction can be generalized to mappings of the spheres Sn of
higher dimensions n ≥ 2. Here, the homotopy groups πn(X) turn out to
be Abelian.

Let us consider mappings f : Sn → X for which the south pole of the
sphere is mapped to a fixed point x0. Such mappings are called spheroids
(multidimensional analogues of a path). Two spheroids are said to be
homotopic if they can be continuously deformed, the one to the other, in
such a way that the south pole is always mapped to the point x0 ∈ X. The
set of homotopy classes (with respect to the homotopy defined in this way)
is called an nth homotopy group and is denoted by πn(X,x0). We shall
see that homotopy groups do not depend on the choice of x0 for connected
spaces X, but for the present, we shall hold the point x0 fixed.

For what follows, it is useful to note that the sphere Sn is homotopically
equivalent to an n-dimensional cube In with the boundary identified. Thus,
a spheroid is a mapping from the cube In to X, under which the whole of
the boundary of the cube is mapped to x0.

We define the sum of two spheroids as follows (for n ≥ 2 the group
πn(X) is Abelian and the group operation in it is called the sum). Let
f, g : In → X be two spheroids (f and g map the boundary of the cube to
x0). We define their sum h = f + g by the formula

h(x1, xj) =
{
f(2x1, xj) for 0 ≤ x1 ≤ 1/2
g(2x1 − 1, xj) for 1/2 ≤ x1 ≤ 1 .

(8.1)

Here, j = 2, 3, . . . , n, x1, . . . , xn are the coordinates in the cube In and
take values from 0 to 1. Since all points (1, xj) and (0, xj) belong to the
boundary of the cube, we have

f(1, xj) = g(0, xj) = x0 (8.2)
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and (8.1) defines a continuous mapping. The sum (8.1) is illustrated in
Figure 8.5; half of the cube is mapped using the mapping f , the other half
using the mapping g.

f g

Figure 8.5.

Summation of spheroids induces summation of the homotopy classes
πn(X,x0): if f is homotopic to f ′, and f̃t is a family of mappings connecting
f and f ′ (i.e. f̃0 = f , f̃1 = f ′), g is homotopic to g′ and g̃t is a corresponding
family of mappings, then f̃t + g̃t is a family of mappings connecting (f + g)
and (f ′ + g′).

The zero (group unit) in πn(X) is the class containing the mapping of
the whole cube to x0.

The inverse spheroid is the mapping given by the formula

f−1(x1, xj) = f(1 − x1, xj).

The taking of the inverse mapping also induces an operation in πn(X,x0).

Problem 11. Show that the mapping f + f−1 is homotopic to zero.
Thus, the addition operation in πn(X,x0) is indeed a group operation

(its associativity is obvious). For n ≥ 2, this operation is commutative,
since it can be shown that (f+g) is homotopic to (g+f). The corresponding
family of mappings is constructed as follows. We first deform f+g, as shown
in Figure 8.6 (the dimensions x3, . . . , xn are not shown in the figure). Here,
the shaded areas are mapped entirely to x0. The remaining deformation is
evident (see Figure 8.7). Thus, πn(X,x0) is an Abelian group for n ≥ 2.

As we have already mentioned, the groups πn(X,x0) and πn(X,x′
0) are

isomorphic for all x0, x
′
0 ∈ X, if the topological space X is connected.

The isomorphism is constructed as follows. Suppose the path α in X,
connecting the points x0 and x′

0, is chosen once and for all. The spheroid
f will be viewed as a mapping of the ball Dn, under which the whole of
the boundary of the latter is mapped to the point x0 (the ball is clearly
equivalent to a cube). Suppose the spheroid f maps the boundary of the
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f g f
g

f

g
� �

Figure 8.6.

f

g

f

g g

f
g f� � �

Figure 8.7.

D̃n

Dn

α

x′
0

x0

f

Figure 8.8.

ball to the point x0, then f belongs to one of the homotopy classes in
πn(X,x0). Let us construct a mapping f ′ of the ball Dn to X, such that
the boundary of the ball is mapped to x′

0. For this we take a ball D̃n of
smaller size inside Dn and map it using f ∈ X. Here, its boundary ∂D̃n

is mapped to the point x0. The mapping of the remaining part of the
ball Dn is performed in such a way that each radial interval is mapped
to the path α (see Figure 8.8). Since the boundary of the sphere D̃n is
mapped to x0, this can be done; the mapping obtained is continuous, and
the boundary of the sphere Dn is mapped to x′

0. One can show that the
correspondence between spheroids with designated point x0 and spheroids
with designated point x′

0 constructed in this way induces an isomorphism
of the groups πn(X,x0) and πn(X,x′

0). Thus, the Abelian group πn(X,x0)
does not depend on the choice of point x0 (for connected X); it is called
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the nth homotopy group of the space X and is denoted by πn(X).1

To end this section, we present some simple results, relating to the
homotopy groups of spheres.

The homotopy groups πn(Sm) are trivial (consist of the zero element
only) for n < m; we write

πn(Sm) = 0 for n < m.

Indeed, let us consider a continuous mapping2 Sn → Sm for n < m. There
is at least one point in Sm, to which no point of Sn is mapped.3 This point
can be removed from Sm, Sm with this point removed is homotopically
equivalent to Rm, and in Rm any spheroid is homotopic to zero (this is
evident from the fact that Rm is homotopically equivalent to a single point).

The homotopy groups πn(Sn) are isomorphic to Z, the group of all
integers under addition. We have already met this statement in Chapter 7
(for n = 1 and n = 2). The corresponding topological number is called the
degree of the mapping f , deg f . An analytic expression for deg f can be
found which generalizes the expression for the degree of the mapping from
S2 → S2 of Section 7.4. Let S and S′ be two n-dimensional spheres, and
suppose the mapping f : S → S′ is defined by the relationship between
the coordinates x1, . . . , xn of a point on the sphere S and the coordinates
y1, . . . , yn on the sphere S′:

y1 = f1(x1, . . . , xn) (8.3)
y2 = f2(x1, . . . , xn)

...
yn = fn(x1, . . . , xn).

One can prove that for almost all points y ∈ S′ there are no roots of the
equation f(x) = y such that the Jacobian J(x) = det ( ∂fi

∂xj ) is equal to
zero (Sard’s theorem). Points where the Jacobian is non-zero are said to

1As in the case of the fundamental group, this isomorphism depends on the path α.
If this isomorphism does not depend on the path, then the space is said to be n-simple.
For n > 1, n-simplicity is no longer associated with commutativity of the fundamental
group.

2Here and in what follows, we shall not distinguish between continuous and smooth
mappings; this does not lead to confusion.

3Strictly speaking, this is not true (a counterexample can be constructed using
Peano’s curve). To make the proof rigorous, we can use the free-point lemma. Let
U be an open subset of the space Rp and ϕ : U → Int Dq a continuous mapping such
that the set V = ϕ−1(dq) ⊂ U , where dq is some closed ball in Int Dq, is compact. If
q > p then there exists a continuous mapping ψ : U → Int Dq, which coincides with
ϕ outside V and is such that its image does not cover the whole of the ball dq . For a
proof of the lemma, see the book “Course in Homotopic Topology” by A.T. Fomenko
and D.B. Fuks.
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be regular in S and S′; thus, almost all points of S and S′ are regular
(“almost all” means all, with the exception of a set of measure zero).

This situation is illustrated in Figure 8.9, which shows a mapping f :
S1 → S1 with degree 1. All points of the circle S, apart from x0 and x1 are
regular; all points of the circle S′, apart from the points y0, y1, are regular.

x0
y0

x1 y1

S ′

S

Figure 8.9.

The degree of the mapping from S to S′ coincides with the algebraic
number of solutions of the equation

f(x) = y

at a regular point y. This algebraic number is defined as the sum∑
roots f(x)=y

sign J(xi). (8.4)

Thus
deg f =

∑
roots f(x)=y

sign J(xi), (8.5)

for a regular point y. One can prove that the right-hand side of this
equation does not depend on y for regular points y and indeed determines
the topological number of the mapping from Sn to Sn.

From Figure 8.9, the equation f(x) = y for a regular point y may have
either one or three solutions; in either case, the sum (8.4) for regular points
is equal to one.

Formula (8.5) is an analytic formula for the degree of a mapping. To
bring it to a more convenient form, we use the equation for the delta
function

δ(f(x) − y) =
∑

i

1
|J(xi)|δ(x− xi(y)),
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which holds for a regular point y; here, the summation is over all roots of
the equation f(x) = y. Hence,

deg f =
∫
dxJ(x)δ(f(x) − y)

for any regular point y. Integrating this equation with an arbitrary weight
µ(y), we obtain (taking into account that almost all points of S′ are regular)

deg f =
1∫

dyµ(y)

∫
dxJ(x)µ(f(x)). (8.6)

This is the desired analytic expression for the degree of the mapping. The
choice of the weight µ is a matter of convenience for each specific problem.

Problem 12. Verify that deg f does not change under smooth
deformations of the mapping f , i.e. under smooth variations of the
functions fi (see (8.3)).

Problem 13. Show that the analytic expression for the degree of the
mapping S2 → S2 introduced in Section 7.4, indeed has the structure (8.6).
Find the corresponding weight µ(y).

8.4 Fiber bundles and homotopy groups

When calculating homotopy groups (and not only for problems of that
type), the following construction is very useful.

Let E and B be topological spaces. Suppose we have a mapping

p : E → B.

To this correspond disjoint subspaces of E; for each point b ∈ B, one can
construct the space of its inverse images in E, i.e. of points x ∈ E such
that p(x) = b. We denote the space of inverse images of the point b by
Fb. If all Fb are topologically equivalent to one another, then, we have a
fiber bundle, the space E is called the bundle space, B is the base space, the
space F , to which all Fb are equivalent is a fiber of the fiber bundle, p is
the bundle projection. Here Fb = p−1(b) is the fiber over the point b. The
whole construction is denoted by (E,B, F, p) or (E,B, F ).

The simplest example of a fiber bundle is the surface of a cylinder,
where p is its orthogonal projection onto the base. The base space of this
fiber bundle is the circle, a typical fiber is an interval. This example is
an example of a trivial fiber bundle. The bundle (E,B, F, p) is said to be
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trivial if E = B×F , and the projection p maps the point (b, f) ∈ E to the
point b ∈ B. Clearly, p−1(b) = F for each point b of a trivial fiber bundle.

A less simple example is that of a tangent bundle. Suppose B is a
manifold in Rn. At each point b ∈ B, we construct all possible tangent
vectors; these form a space, equivalent to Rk, where k is the dimension of
the manifold B. The space of the tangent bundle E is the set of all tangent
vectors at all points of the manifold B, where the vectors are assumed to
be “attached” to points of the manifold B (if b and b′ are different points
of the manifold B, then the vectors tangent to B at the points b and b′

are considered as different). The base space of the tangent bundle is the
manifold B, and the projection p takes any vector to the point of B to
which it is “attached”. Clearly, a typical fiber is Rk.

Problem 14. Let B be the two-dimensional sphere S2 and Fb the set of
non-zero tangent vectors at the point b in B, such that Fb is topologically
equivalent to R2 with the origin of the coordinate system removed, Fb =
R2 \ {0}. Let us construct the fiber bundle with the same projection p as in
the tangent bundle (i.e. E consists of all non-zero tangent vectors to S2).
Show that this fiber bundle is non-trivial (hint: use the “hedgehog theorem”:
there does not exist a continuous configuration of non-zero tangent vectors
to the sphere S2).

In what follows, we shall be concerned with “locally trivial fiber bundles,”
i.e. such that for each point b ∈ B, there exists a neighborhood U ⊂ B of
b such that p−1(U) ≈ U × F ; moreover, there exists a homeomorphism
ϕ : p−1(U) → U × F , such that p = f ◦ ϕ, where f : U × F → U is the
natural projection.

Furthermore, we shall assume the necessary smoothness properties for
all mappings, when we are dealing with manifolds.

A number of important examples of fiber bundles emerge if one has a
space E upon which a compact Lie group G acts (we recall that the group
G acts on E if to any g ∈ G there corresponds an invertible mapping
ϕ(g) : E → E, such that

ϕ(g1g2) = ϕ(g1)ϕ(g2)
ϕ(e) = identity mapping

ϕ(g−1) = [ϕ(g)]−1.

G is also said to act transitively on E if for all points x1, x2 ∈ E, there
exists g such that x2 = ϕ(g)x1; in this case, E is said to be a homogeneous
space, see Section 3.1).

Thus, suppose the group G acts on the space E. Suppose also that the
stationary subgroup of any point x ∈ E is trivial (consists solely of the unit
element e ∈ G; we recall that in the general case, the stationary subgroup
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of the point x ∈ E consists of elements h ∈ G such that ϕ(h)x = x, see
Section 3.1). In this case, G is said to act freely on E. The orbit of the
point x ∈ E is the set of elements of the form ϕ(g)x, where g runs through
the whole group G. If G acts freely on E, then the orbit of the point x
is equivalent to G. Indeed, suppose y belongs to the orbit of the point
x; then y = ϕ(g)x. This equation defines a one-to-one correspondence
between y and g (points of the orbit and of the group): if ϕ(g)x = ϕ(g′)x,
then ϕ(g−1g′)x = x, i.e. g−1g′ = e and g′ = g. Thus, we obtain a fiber
bundle with bundle space E, base space the set of orbits in E and fiber G.
The projection p for this fiber bundle is the mapping of the point x to the
orbit which contains that point. Such a fiber bundle is called a major fiber
bundle.

Finally, the notion of a homogeneous space also leads to a fiber bundle.
Namely, if G is a compact Lie group with subgroup H, and G/H is a
homogeneous space (we recall that any homogeneous space is equivalent to
G/H, where H is the stationary subgroup of any point of the homogeneous
space, see Section 3.1). Then, we can define the projection p : G → G/H
which takes the point g ∈ G to its coset, an element of G/H. The fiber of
the fiber bundle obtained in this way is the group H: indeed, if u is some
coset in G/H (for example, containing the element g ∈ G), then its inverse
image p−1(u) is the set of elements of G belonging to u, i.e. elements of
the form gh, where h ∈ H (for definiteness, we shall consider right cosets).
As mentioned in Section 3.1, the set of such elements is equivalent to H.
Thus, it makes sense to consider the fiber bundle (G,G/H,H).

We now state without proof a number of assertions which enable one
to compute many important homotopy groups. In what follows, we shall
consider connected spaces and will be interested in the groups π1, π2, . . ..

1. If E = B × F , then

πk(E) = πk(B) + πk(F ),

where the + sign denotes the direct sum. This assertion follows from
the remarks made in Section 8.1.

2. Suppose we are given a fiber bundle (E,B, F, p) and

πk(B) = πk+1(B) = 0

(zero here denotes the group with one element, the unit element).
Then

πk(E) = πk(F ).

This isomorphism is induced as follows. We choose the point b ∈ B,
to which there corresponds a subset in E of the form p−1(b) (the
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fiber over b), where p−1(b) is equivalent to F . Thus, every mapping
of the sphere Sk to F induces a mapping from Sk to p−1(b), i.e. a
mapping from Sk to E. Furthermore, when πk(B) = 0, any image
of the sphere Sk (spheroid) in E can be deformed to a spheroid in
p−1(b). Moreover, when πk+1(B) = 0, any spheroids homotopic in E
are homotopic in F .

3. Suppose the following holds for the fiber bundle (E,B, F, p):

πk−1(F ) = πk(F ) = 0.

Then

πk(E) = πk(B).

This isomorphism is induced by the projection p.

4. If for the fiber bundle (E,B, F, p) we have

πk−1(E) = πk(E) = 0,

then

πk(B) = πk−1(F ).

This isomorphism is constructed as follows. Let f : Sk−1 → F be
a mapping of the (k − 1)-dimensional sphere to a fiber. This can
be used to construct a mapping f̃ : Sk−1 → E, in a way described
in point 2. The mapping f̃ is contractible in E (since πk−1(E) =
0), i.e. there exists an extension f̃I of the mapping f̃ to the ball
Dk. We project the mapping f̃I : Dk → E onto the base space,
i.e. we consider the mapping pf̃I : Dk → B. We note that on the
boundary of the ball (i.e. on the original sphere Sk−1), f̃ maps Sk−1

to the fiber over some point b ∈ B, i.e. pf̃ maps Sk−1 to the point
b. Consequently, pf̃ is a mapping of the ball Dk to B, where the
boundary of the ball is mapped to a single point, and the boundary
of the ball can be identified if we consider the mapping pf̃I . Since
the ball Dk with identified boundary is equivalent to Sk, in this way
we have constructed a mapping from Sk to B from the mapping
from Sk−1 to F . This correspondence between mappings induces a
correspondence between homotopy classes, which is one-to-one when
πk(E) = 0.

5. If G is a Lie group and Ξ a discrete normal subgroup of G, then

πk(G) = πk(G/Ξ), k ≥ 2.
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Let us give some examples of calculations of the homotopy groups of simple
Lie groups, based on the above assertions and on the homotopy groups of
spheres, which we know.

1. πk(S1) = 0 for k ≥ 2

πk(SO(2)) = πk(U(1)) = 0, k ≥ 2.

2. The group SU(2) is homeomorphic to S3 (see Section 3.2), thus

πk(SU(2)) = 0 for k = 1, 2
π3(SU(2)) = Z.

3. The group SO(3) is isomorphic to SU(2)/Z2 (see Section 3.2), thus

π2(SO(3)) = 0
π3(SO(3)) = Z.

Moreover, one can prove that the fundamental group is equal to

π1(SO(3)) = Z2.

4. The group SO(4) is isomorphic to SU(2) × SU(2)/Z2, thus

πk(SO(4)) = πk(S3) + πk(S3), k ≥ 2.

In particular,

π2(SO(4)) = 0
π3(SO(4)) = Z + Z.

Moreover, one can prove that

π1(SO(4)) = Z.

5. The sphere Sn−1 is homeomorphic to the coset space SO(n)/SO(n−
1) (see Section 3.1). Thus, one can construct the fiber bundle
(SO(n), Sn−1, SO(n − 1)). For k < n − 2, we have πk(Sn−1) =
πk+1(Sn−1) = 0, whence

πk(SO(n)) = πk(SO(n− 1)) for k < n− 2.

In particular

π1(SO(n)) = Z2 for n ≥ 3.

Moreover, because π2(SO(4)) = 0, we have

π2(SO(n)) = 0 for all n

(the cases n = 2 and n = 3 have already been considered).
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6. The sphere S2n−1 is homeomorphic to SU(n)/SU(n − 1) (see
Section 3.1). Thus, one can construct the fiber bundle

(SU(n), S2n−1, SU(n− 1)).

Hence

πk(SU(n)) = πk(SU(n− 1)) for k < 2n− 2.

In particular

π2(SU(n)) = 0 for all n

and

π3(SU(n)) = Z for n ≥ 2.

7. In general, the following holds for any compact group

π2(G) = 0.

8. Finally, let us consider the fiber bundle (G,G/H,H). Let G be
compact and simply connected (for example, SU(N)). Then, because
π1(G) = π2(G) = 0, we have

π2(G/H) = π1(H).

We note further that if G is connected, then

π1(G/H) = π0(H),

where π0(H) is the set of connected components of the group H.

8.5 Summary of the results

We present the most important results from calculations of homotopy
groups as far as applications are concerned. Most of these have already
figured in the previous sections; the remainder are given without proof or
discussion.

In what follows, Zn is the group of integers modulo n under addition
(mod n). In particular, Z2 comprises two elements, 0 and 1, where 0+0 = 0,
0 + 1 = 1, 1 + 1 = 0 (the plus here denotes the group operation in Z2). We
recall that Z is the group of integers under addition.

1. Homotopy groups of spheres:
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(a) πk(Sn) = 0 for k < n

(b) πn(Sn) = Z.
In particular,

π1(S1) = Z

π2(S2) = Z

π3(S3) = Z.

(c) πn(S1) = 0 for n ≥ 2

(d) π3(S2) = Z

π4(S2) = Z2

(e) πn(S3) = πn(S2) for n ≥ 3.
In particular,

π4(S3) = Z2.

2. Homotopy groups of Lie groups:

(a) π1(G) is an Abelian group for all Lie groups G.

(b) πn(G1 ×G2) = πn(G1) + πn(G2) for all n and for all Lie groups
G1 and G2 (indeed, for any two manifolds, if instead of the direct
sum, we write the direct product for n = 1)

(c) π2(G) = 0 for any compact Lie group G

(d) π3(G) = Z for any simple compact Lie group G

(e) π1(U(1)) = π1(SO(2)) = Z

πn((U(1)) = πn(SO(2)) = 0 for n ≥ 2

(f) π1(SU(n)) = 0
π2(SU(n)) = 0
π3(SU(n)) = Z.
These three equations hold for all n ≥ 3.

(g) π1(SO(n)) = Z2 for all n ≥ 2
π2(SO(N)) = 0 for all n
π3(SO(3)) = Z

πn(SO(4)) = πn(SO(3)) + πn(SO(3)) for n ≥ 2.

3. Homotopy groups of homogeneous spaces:

(a) π1(G/H) is the set of connected components of the group H.
This is true for connected and simply connected Lie groups G.
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(b) π2(G/H) = π1(H).
This equation holds for a simply connected Lie group G. If the
group G is not simply connected, this relation is generalized in
terms of so-called universal covering groups.
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Chapter 9

Magnetic Monopoles

We end the discussion of topological solitons with an important example,
the magnetic monopole of ’t Hooft and Polyakov. Interest in these solutions
is, in the first place, due to the fact that they exist in four-dimensional
space–time and are present in all models unifying the strong, weak and
electromagnetic interactions in the framework of gauge theory with a
compact simple or semi-simple gauge group. These models are called
grand unified theories. Thus, the existence of magnetic monopoles is a
very general prediction of grand unified theories, essentially independently
of the choice of model (although some properties of monopoles, such as
their mass, are model dependent). It is not surprising that monopoles
are sought experimentally, although these searches have not (yet?) been
successful.

9.1 The soliton in a model with gauge group
SU(2)

The simplest model in which monopole solutions arise is the Georgi–
Glashow model with gauge group SU(2) and triplet of real Higgs fields
ϕa, a = 1, 2, 3. The Lagrangian of the model has the form

L = −1
4
F a

µνF a
µν +

1
2
(Dµϕ)a(Dµϕ)a − λ

4
(ϕaϕa − v2)2. (9.1)

Here, µ, ν = 0, 1, 2, 3 (four-dimensional space–time),

Dµϕa = ∂µϕa + gεabcAb
µϕc

F a
µν = ∂µAa

ν − ∂νAa
µ + gεabcAb

µAc
ν .

193
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We shall sometimes also use the matrix notation

Aµ =
g

2i
Aa

µτa,

ϕ =
1
2i

ϕaτa,

such that the matrices Aµ and ϕ belong to the SU(2) algebra.
The potential of the scalar field in (9.1) was chosen so that in the model

the Higgs mechanism is realized. The ground state ϕa
0 can be chosen in the

form

ϕ1
0 = ϕ2

0 = 0, (9.2)
ϕ3

0 = v.

As a result of the Higgs mechanism in the model, among the small
excitations about the vacuum, there exist one real massless vector field,
two real massive vector fields and one real massive scalar field (see
Supplementary Problems for Part I, Problem 8). In a unitary gauge field
ϕ with small perturbations about the ground state, (9.2) has the form

ϕ1 = ϕ2 = 0
ϕ3 = v + η(x);

the massive scalar field is η(x); its mass is equal to

mH =
√

2λv.

The massless vector field corresponds to an unbroken gauge subgroup
U(1) of rotations (in internal space) about the third axis. We shall call
this field the electromagnetic field and the unbroken subgroup U(1) the
electromagnetic gauge group. In a unitary gauge, the electromagnetic
vector potential coincides with A3

µ,

Aµ = A3
µ.

Finally, the two real massive vector fields in a unitary gauge are described
by the vector potentials A1

µ and A2
µ. They have the same mass

mV = gv.

Instead of two real fields, it is convenient to consider a single complex field
W+

µ and its conjugate W−
µ ,

W±
µ =

1√
2
(A1

µ ± iA2
µ).
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The electric charge of the field W+ is equal to g; this is also the result of
Supplementary Problem 8 for Part I. The field η(x) is electrically neutral.

Thus, the model in question can be used as a prototype for more
complicated theories, where a compact (semi-)simple gauge group is broken
down to a subgroup containing the electromagnetic group U(1).

Our most immediate task is to show that topological solitons may
exist in the model. Let us begin as in Chapter 7 by considering static
configurations of fields with finite energy. By static configurations, we
shall mean configurations for which

Aa
0 = 0,

and the fields Aa
i and ϕa do not depend on time,

Aa
i = Aa

i (x)
ϕa = ϕa(x).

For such configurations, the energy functional has the form

E =
∫

d3x

[
1
4
F a

ijF
a
ij +

1
2
(Diϕ)a(Diϕ)a +

λ

4
(ϕaϕa − v2)2

]
. (9.3)

A necessary condition for finiteness of the energy is the requirement

ϕaϕa = v2 for |x| = ∞, (9.4)

which guarantees the finiteness of the contribution to the energy associated
with the scalar potential. Here, the direction of the fields ϕa in internal
space may depend on the direction in physical three-dimensional space

ϕa||x|→∞ = ϕa(n),

where n = x
r is a unit radius vector. Thus, each configuration of fields with

finite energy is associated with a mapping of an infinitely remote sphere
S2

∞ in physical space to the sphere S2
vac in the space of scalar fields, defined

by the equation

ϕaϕa = v2.

We note that S2
vac is the set of classical vacua of the model.

Since π2(S2) = Z, the mappings S2
∞ → S2

vac are characterized by an
integer topological number n = 0,±1,±2, . . .. This number does not change
under small deformations of the configurations ϕa(x), for which the energy
remains finite; for such deformations equation (9.4) is satisfied for each
configuration, and the mappings S2

∞ → S2
vac remain in the same homotopy

class. As in the examples in Chapter 7, we are concerned with the set of
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connected components (topological sectors) in the space of configurations of
fields with finite energy, where different connected components correspond
to different topological numbers. The sector with topological number zero
contains the classical vacuum, the topological soliton should be sought in
the sector with n = 1; it realizes the absolute minimum of the energy among
fields with n = 1. It is important that the scale arguments of Section 7.2
do not rule out the existence of a minimum of the energy functional.

In order to choose the Ansatz (form of the fields) for solution of the
field equations, we note that the most symmetric form of the field ϕa(n),
corresponding to a mapping S2

∞ → S2
vac with a unit topological number, is

ϕa(n) = nav as r → ∞. (9.5)

This asymptotics of the field as |x| → ∞ is invariant under spatial rotations,
supplemented by global SU(2) transformations (the former rotate the
vector n, the latter act on ϕa as on a vector with vector index a):

(Λ−1)a
bϕb(Λi

jn
j) = ϕa(ni), (9.6)

where Λ is a matrix from the group SO(3) of three-dimensional rotations.
Let us now find the asymptotics of the vector field Aa

i (x). For finiteness
of the soliton energy, the covariant derivative

Diϕ
a = ∂iϕ

a + gεabcAb
iϕ

c (9.7)

is required to decrease at spatial infinity faster than 1/r. At the same time,
the conventional derivative for fields with asymptotics (9.5) decreases as
1/r:

∂iϕ
a =

1
r
(δai − nani)v as r → ∞. (9.8)

This behavior must be compensated by the second term in (9.7) for which
we require that Aa

i decrease as 1/r. The requirement for cancellation of
the term (9.8) leads to the following asymptotics of the field Aa

i :

Aa
i (x) =

1
gr

εaijnj as r → ∞. (9.9)

Indeed, the second term in (9.7) for fields of the form (9.5) and (9.9) is
equal to

gεabcAb
iϕ

c = gεabc 1
gr

εbijnj · ncv =
1
r

(−δaiδcj + δajδci
)
njncv

= −1
r
(δai − nani)v,

which precisely cancels (9.8) in the covariant derivative (9.7).
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To obtain a smooth solution one can seek a soliton configuration in the
form suggested by the asymptotics (9.5), (9.9),

ϕa = nav(1 − H(r)) (9.10)

Aa
i =

1
gr

εaijnj(1 − F (r)),

where H(r) and F (r) are unknown functions of the radius. It is not
a completely trivial fact that this Ansatz “passes through” the field
equations, i.e. all field equations for configurations of the form (9.10)
are reduced to two equations for the functions H(r) and F (r). From
the asymptotic behavior of the fields (9.5), (9.9), we have the boundary
conditions on F (r) and H(r):

F (r) = H(r) = 0 as r → ∞. (9.11)

Two other boundary conditions arise from the requirement that the fields
be smooth at the origin:

H(0) = F (0) = 1. (9.12)

More precisely, the function (1 − H(r)) must decrease at least like r as
r → 0:

1 − H(r) = O(r) as r → 0,

while the function (1 − F (r)) must decrease at least like r2:

1 − F (r) = O(r2) as r → 0

(if (1 − F (r)) ∼ r as r → 0, the value of Aa
i near r = 0 would depend on

the direction n).
In the general case, it is not possible to find a solution of the equations

for F (r) and H(r) in analytic form, and these functions must be determined
numerically.

The fact that the Ansatz (9.10) “passes through” the field equations
can be understood as follows. We have already mentioned that if
the Lagrangian has a global symmetry, then the most general Ansatz,
consistent with this symmetry, always “passes through” the field equations.
In our case, this symmetry is spherical symmetry, which is to be understood
in the sense of (9.6), i.e. symmetry under SO(3) spatial rotations,
supplemented by SU(2) transformations with respect to the index a. The
Ansatz ϕa(x) = n2v(1−H(r)) is clearly the most general form of the Higgs
field, which is invariant under generalized spherical symmetry. At the same
time, the most general spherically symmetric field Aa

i has the form

Aa
i (x) = ninaa(r) + (δai − nani)f1(r) + εaijnjf2(r), (9.13)
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where a(r), f1(r) and f2(r) are arbitrary functions of the radius (the form of
(9.13) is clear from the fact that Aa

i must be a tensor under SO(3) rotations
with respect to the indices a and i, constructed from the only available
vector na and the tensors δai and εaij). The Ansatz (9.10) contains only
the third term of (9.13). The possibility of a restriction to this term alone
follows from the fact that it is odd under the transformation x → −x,
whereas the other two terms are even. In other words, the Ansatz (9.10)
is the most general form of the fields, invariant under generalized rotations
and discrete transformations

ϕa′(−x) = −ϕa(x)
Aa′

i (−x) = −Aa
i (x).

It is important that this discrete symmetry is a symmetry of the energy
functional of the static fields (and of the Lagrangian).

Problem 1. Write down the field equations for the case where Aa
0 = 0 and

the fields ϕa and Aa
i do not depend on time. Show, by direct substitution,

that, when the fields are chosen in the form (9.10), all these equations
reduce to two equations for the functions F (r) and H(r). Write down
these two equations.

Show that F (r) and H(r) tend to zero exponentially as r → ∞ in the
case where mH ∼ mV .

Problem 2. Show that there exists a two-parameter family of solutions
of the equations for F and H, satisfying the conditions (9.11) (without
the requirement (9.12)). Show that there exists another two-parameter
family of solutions of these equations, containing solutions satisfying only
the conditions (9.12). (Hint: consider solutions of type

H(r) = 1 + αHr + βHr3 + · · · ,
F (r) = 1 + αF r2 + βF r4 + · · ·

for r → 0; show that the constants αH and αF are not specified by the
equations for H and F , while βH and βF are expressed in terms of αH and
αF ). Thus, the argument of Section 7.3 can also be applied to substantiate
the existence of a soliton solution in the model of this section.

Problem 3. Find the soliton configuration numerically for mV = 2mH .
Let us estimate the energy (mass) and the characteristic size of a soliton

for mV ∼ mH from scaling considerations. We introduce the variables
yi, fa and Ba

i by the equations

yi = gvxi
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ϕa(x) = vfa(y) (9.14)
Aa

i (x) = vBa
i (y).

In terms of these, the quantities appearing in the energy functional (9.3)
can be written in the form

(Diϕ
a) = gv2Dif

a (9.15)
F a

ij = gv2Ba
ij

(ϕaϕa − v2) = v2(fafa − 1)

d3x =
1

(gv)3
d3y,

where

Dif
a =

∂

∂yi
fa + εabcBb

i f
c (9.16)

Ba
ij =

∂

∂yi
Ba

j − ∂

∂yj
Ba

i + εabcBb
i B

c
j . (9.17)

Substituting (9.15) in (9.3) we obtain the following expression for the
energy functional

E =
v

g

∫
d3y

[
1
4
Ba

ijB
a
ij +

1
2
(Dif

a)2 +
λ

4g2 (fafa − 1)2
]

. (9.18)

We are considering the case mV ∼ mH , thus

λ

4g2 =
m2

H

8m2
V

∼ 1.

Hence, and from (9.16) and (9.17), it follows that the integral in (9.18)
does not contain parameters which are significantly different from unity.
The soliton configuraton is its minimum, thus for that we have

E ∼ v

g
∼ mV

αg
,

where αg = g2

4π is the “fine structure constant” (we recall that the electric
charge of the field W+ is equal to g). The characteristic size of a soliton
in terms of y is of the order of unity, thus the physical size is of the order
of (gv)−1, i.e. of the order

r0 = m−1
V .

Therefore, the mass of the soliton (its static energy) and its size are
estimated by

M ∼ mV

αg
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r ∼ r0 = m−1
V .

As in the preceding examples, in the theory with weak coupling (i.e. for
αg � 1), the Compton wavelength of the soliton, λ = M−1, is small in
comparison with its size:

λ

r0
∼ αg � 1.

The soliton can be viewed, with a good accuracy, as a classical object.

Problem 4. Find the number of zero modes for small perturbations of the
fields Aµ and ϕa about the soliton solution. Hint: consider symmetries of
the classical solution; use the fact that some of these symmetries are gauge
transformations; these symmetries (there are infinitely many) should be
considered individually.

9.2 Magnetic charge

Unlike the Abelian Higgs model, considered in Section 7.3, the model
(9.1), after symmetry breaking, contains a massless vector field, which we
call the electromagnetic field. Far from the center of the soliton, massive
fields must decrease exponentially; however, the massless field may decrease
slowly. In other words, generally speaking, a soliton may have an electric or
magnetic charge (and also an electric or magnetic dipole moment and higher
multipole moments). In this section, we show that the soliton solution of
Section 9.1 has zero electric charge and non-zero magnetic charge, i.e. it is
a magnetic monopole.

Far from the center of a soliton, the square of the Higgs field ϕaϕa

tends to the vacuum value v2, and the vector fields must represent small
deviations from the vacuum Aa = 0. If the soliton solution satisfied
ϕa = δa3v as r → ∞ (unitary gauge) the electromagnetic field (far from
the center) would be described by the vector potential A3

µ. However, the
asymptotics (9.5) does not correspond to the unitary gauge, so the potential
A3

µ cannot be used to calculate the electromagnetic field for large r. The
simplest way to find the electromagnetic field far from the center is to
introduce the gauge invariant quantity

Fµν =
1
v
F a

µνϕa. (9.19)

For small perturbations of the field A3
µ about the vacuum in the unitary

gauge, we have

Fµν = Fµν ,
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thus Fµν coincides with the electromagnetic field strength. Since the
quantity (9.19) is gauge invariant, the definition (9.19) can be used in
any gauge, provided there are no massive fields, the massless fields are
weak, and ϕaϕa is close to v. Now, far from the center of the soliton
massive fields should decrease rapidly (exponentially); the electromagnetic
field also decreases (but slowly). Thus, expression (9.19) can actually be
used to find the electromagnetic field of a soliton far from its center.

Let us calculate the electromagnetic field strength Fµν for the solution
(9.10) far from the center of a monopole. Since F (r) tends to zero
exponentially for large r (see the problem in Section 9.1), to calculate
any finite number of electromagnetic multipole moments, we can use the
asymptotic expression

Aa
i =

1
gr

εaijnj . (9.20)

We recall that Aa
0 = 0.

Since Aa
i does not depend on time, and Aa

0 = 0, the field strength F a
0i

is equal to zero, i.e. the electric field is equal to zero far from the center of
the soliton:

Ei = F0i = 0.

We now calculate the magnetic field

Hi =
1
v
Ha

i ϕa,

where

Ha
i = −1

2
εijkF a

jk.

Using the definition of F a
ij , we write

Ha
i = −εijk∂jA

a
k − 1

2
gεijkεabcAb

jA
c
k.

The calculation of Ha
i for the field (9.20) is performed using the formulae

for differentiation:

∂ir = ni

∂inj =
1
r
(δij − ninj)

and convolution:

δijδij = 3
εijjkεilm = δjlδkm − δjmδkl
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(we shall not distinguish between Latin superscripts and subscripts). We
obtain

−εijk∂jA
a
k =

2
gr2 nina

−1
2
εijkεabcAb

jA
c
k = − 1

gr2 nina.

Thus, we have

Ha
i =

1
gr2 nina. (9.21)

We note that, as one might expect, Ha
i is directed in space (with respect

to the index i) along the radius vector ni and, in internal space, along the
vector ϕa. This latter property is a reflection of the fact that, far from the
center of the soliton there is only an electromagnetic field (in the unitary
gauge the electromagnetic field strength F 3

µν is directed in internal space
along the vacuum field ϕvac = vδa3; the fields F a

µν and ϕa transform in
the same way under gauge transformations, thus, the electromagnetic field
strength is directed in internal space along ϕa in any gauge). The first
property is a consequence of the spherical symmetry of the configuration
(9.10).

From (9.21) and the asymptotics ϕa = vna (once again true modulo
terms decreasing exponentially for large r) we obtain the expression for
the magnetic field of the solution (9.10):

Hi =
1

gr2 ni. (9.22)

This is the field of a magnetic monopole with magnetic charge

gM =
1
g
. (9.23)

Indeed, the magnetic field (9.22) is directed along the radius vector and its
value is equal to gM

r2 .

Problem 5. By adding new scalar fields with zero expectation values,
in all possible representations of the gauge group SU(2), show that the
minimum electric charge in the models obtained is equal to qmin = 1

2g, while
the electric charge of any field is a multiple of qmin. Thus, the magnetic
charge of a monopole is equal to gM = 1

2qmin
. The fact that the magnetic

charge, in theories where there is a single long-ranged vector field, namely
the electromagnetic field, is a multiple of 1/2qmin is known as the Dirac
quantization condition (qmin is the minimum electric charge; the charge
of any field is assumed to be a multiple of qmin). We note that, in the
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case of a point-like (Dirac) monopole in electrodynamics, the quantization
condition for magnetic charge arises at the level of quantum mechanics
in the monopole background field; in the case of the ’t Hooft–Polyakov
monopole, the quantization condition exists already at the level of classical
field theory. This last fact has a deep connection with the quantization of
the electric charge, which arises automatically, even at the classical level,
in models of the type considered in this section.

Expression (9.22) for the magnetic field of a monopole is valid modulo
contributions to F a

µν , decreasing as e−mV r far from the center. The
magnetic field contains no components decreasing as an inverse power of the
radius for large r, other than the component with behavior r−2 described
earlier in (9.22). This means that the magnetic dipole moment and higher
magnetic multipoles are absent, as are electric multipoles.

The way of calculating the magnetic charge presented above does not
hint at its connection with the topological properties of field configurations,
i.e. with the fact that a monopole is a topological soliton. To pursue this
connection,1 we again consider the asymptotics of fields at spatial infinity.
The field ϕa = nav is not in the unitary gauge, thus it is not convenient
to discuss the gauge vector potential in the original gauge. It would be
desirable to convert the field ϕa to the unitary gauge. It is impossible to do
so by performing a gauge transformation which is non-singular everywhere
at an infinitely remote sphere. Indeed, if there existed a non-singular gauge
transformation ω(n) on S2

∞, such that

(ϕω)a = vδa3

(here and in what follows ϕω denotes the gauge transformed field), then
it would be possible to construct a family of smooth fields ϕa(τ) on S2

∞,
continuous in the parameter τ ∈ [0, 1], and interpolating between vna and
vδa3: since π2(SU(2)) = 0, ω(n) is homotopically equivalent to a gauge
transformation with ω(n) = 1; the corresponding family ωτ (n) deforming
ω to ω(n), would generate the family ϕa(τ) = (ϕωτ )a, which is impossible.

Therefore, a gauge transformation taking the field ϕa = nav to the
unitary gauge exists only on part of the infinitely remote sphere S2

∞, for
example, everywhere, apart from some small neighborhood of the south
pole. We denote this gauge transformation by ωN (n) (it acts on the
north). There is another gauge transformation ωS(n) which is non-singular
everywhere, apart from some small neighborhood of the north pole. (The
existence of ωS and ωN is guaranteed by the fact that the sphere with a
point deleted (the north or south pole) is homotopic to R2). Here

(ϕωN )a = (ϕωS )a = vδa3 ≡ (ϕvac)a, (9.24)
1The following considerations are essentially the same as the approach of Arafune et

al. (1975).
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or
(ϕω−1

N
vac )a = (ϕω−1

S
vac )a = nav (9.25)

everywhere, apart from small neighborhoods of the north and south poles.
From (9.24) and (9.25) it follows that

ϕ
(ωSω−1

N )
vac = ϕvac,

i.e.

Ω(n) = ωSω−1
N

belongs to the unbroken subgroup U(1)e.m. of rotations around the third
axis.

Let us consider Ω(n) on the equator of the sphere S2
∞. There it maps

the circle S1 (equator) to the group U(1)e.m.. Clearly, this mapping
must belong to a non-trivial homotopy class of π1(U(1)) (we recall that
π1(U(1)) = Z). Indeed, if it were homotopically zero, it would be smoothly
extensible to the northern hemisphere; if we denote this extension by ω̃(n)
(Ω̃(n) ∈ U(1)e.m. for all n), then the gauge function, equal to

ω(n) =
{

ωS(n) on the southern hemisphere
Ω̃(n)ωN (n) on the northern hemisphere,

would be continuous on all S2
∞ and would transform the field ϕa = nav

to the unitary gauge. We have seen that it is impossible to do this, thus,
Ω(n) on the equator belongs to a non-trivial homotopy class of π1(U(1)).

On the equator, we can write Ω(n) in the form

Ω = eif(ϕ)τ3
, (9.26)

where ϕ is the polar angle at the equator (we recall that the group U(1)e.m.

consists of matrices of the form eifτ3
). The topological non-triviality of

Ω(n) at the equator implies that

f(2π) − f(0) = 2πn, (9.27)

where n is a non-zero integer. It can be shown (we shall do this by explicitly
constructing ωS(n) and ωN (n)) that n coincides with the topological
number of the field ϕa(n) (the degree of the mapping S2

∞ → S2
vac); in

our case

n = 1.

Let us now consider the vector potential Aa
i . Let us move to the unitary

gauge everywhere, apart from a small neighborhood of the south pole, using
the gauge transformation ωN . The gauge potential

ÂN
i = ωNAiω

−1
N + ωN∂iω

−1
N
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is smooth everywhere, apart from a small neighborhood of the south pole.
Here, Ai is the vector potential in the original gauge (in our case its
components have the form (9.9)); we are using matrix notation. It is
clear that, in the unitary gauge, far from the monopole, there exist only
electromagnetic components of the vector potential (the other fields are
massive), thus

ÂN
i =

gτ3

2i
AN

i , (9.28)

where AN
i are the magnetic field potentials (real functions depending on

x).
Furthermore, apart from in a small neighborhood of the north pole, we

define the vector potential

ÂS
i = ωSAiω

−1
S + ωS∂iω

−1
S .

It also has the third component only

ÂS
i =

gτ3

2i
AS

i . (9.29)

Although the potentials AN
i and AS

i describe the same magnetic field,
everywhere away from the north and south poles, they are not equal and
are related by the gauge transformation Ω(n):

ÂS
i = ΩÂN

i Ω−1 + Ω∂iΩ−1.

This is a gauge transformation from the group U(1)e.m. over the
electromagnetic vector potentials (in the unitary gauge), i.e. it is an Abelian
transformation. Using (9.26) and (9.28), (9.29), we obtain the connection
between real quantities on the equator of the sphere S2

∞:

AS
i (n) = AN

i +
2
g
∂if(ϕ). (9.30)

Finally, we calculate the magnetic field flux through the sphere S2
∞. We

do this in the unitary gauge. The magnetic field on the northern hemisphere
can be found in terms of the non-singular vector potentials there, AN

i . AN
i

are not useful in the southern hemisphere, since they are singular at the
south pole. In the southern hemisphere we use the non-singular vector
potentials AS

i . Therefore


H =
{

−curl 
AN in the northern hemisphere
−curl 
AS in the southern hemisphere.

We note that curl 
AN = curl 
AS everywhere apart from at the north and
south poles, since 
AN and 
AS are related by the gauge transformation
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Ω(n) from U(1). The magnetic field flux 
H is non-singular everywhere on
the sphere S2

∞. The magnetic field flux is equal to
∫


Hd
s = −
∫

upper
hemisphere

curl 
ANd
s −
∫

lower
hemisphere

curl 
ASd
s

= −
∫

S1


ANd
l +
∫

S1


ASd
l,

where S1 denotes the equator of the sphere S2
∞. From (9.30) we have

∫

Hd
s =

2
g

∫
S1

∂if(ϕ)d
l

or, taking into account (9.27),
∫


Hd
s =
4π

g
n.

This magnetic field flux corresponds to a monopole with magnetic charge

gM =
1
g
n, (9.31)

where n is the topological number appearing in (9.27). In our case n = 1
and we reach (9.23).

The considerations presented here are very general and shed light upon
the connection between magnetic charge and Higgs field topology. In
particular, they show that the magnetic charge in the SU(2) model is a
multiple of 1

g , and the number n in (9.31) is equal to the degree of the
mapping from S2

∞ to S2
vac, characterizing the Higgs field at spatial infinity.

The functions ωN (n) and ωS(n) for the specific case of ϕa = nav can
be constructed in explicit form:

ωN = e−i ϕ
2 τ3

ei θ
2 τ2

ei ϕ
2 τ3

(9.32)

ωS = −iτ2e−i ϕ
2 τ3

e−i( π−θ
2 )τ2

ei ϕ
2 τ3

, (9.33)

where ϕ and θ are standard angles on the sphere S2. The fact that the ωN

are non-singular everywhere, apart from at the south pole θ = π, and ωS

is non-singular everywhere apart from at the north pole θ = 0 is evident.
At the equator

Ω(ϕ) = (ωSω−1
N )

(
θ =

π

2

)
= eiϕτ3

,

which corresponds to (9.26) and n = 1.
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Problem 6. Show that the gauge transformations (9.32) and (9.33)
indeed convert the field ϕa = nav to the unitary gauge. Hint: use the matrix
formula for the Higgs field. Using these transformations, find an explicit
form for the monopole field in the unitary gauge far from the center.

The fields obtained in this problem correspond to the Dirac point-
like monopole in pure electrodynamics, for which one can use either a
formulation in terms of a singular vector potential (with unobservable Dirac
string) or a formulation with different vector potentials in the northern and
southern hemispheres (Wu and Yang 1975) as we did above.

9.3 Generalization to other models

The considerations studied in Sections 9.1 and 9.2 indicate that the
existence of magnetic monopoles as topological solitons must be a quite
common property of gauge theories with breaking of a compact simple or
semi-simple gauge group down to a subgroup containing a factor of the type
U(1). In this section we shall substantiate this using topological arguments
(Tyupkin, Fateev and Schwarz 1975; Monastyrsky and Perelomov 1975).

Let us consider a theory with a compact simple or semi-simple gauge
group G. To be specific, we shall assume that the group G is simply
connected (in reality, this assumption does not restrict the generality of
the subsequent discussion). Suppose that the theory includes a Higgs
field ϕ, transforming according to some, generally speaking reducible,
representation T (g) of the group G. Suppose that the Higgs mechanism is
realized in the model and that G is broken down to some subgroup H. This
means that the vacuum value of the Higgs field is non-zero and that for
some choice of the classical vacuum ϕvac, its stationary subgroup is equal
to H,

T (h)ϕvac = ϕvac for all h ∈ H

(we recall that ϕvac does not depend on xµ). Of course, the vacuum, ϕvac,
is not unique; any field value of the form

ϕ = T (g)ϕvac, (9.34)

where g does not depend on xµ, is also a ground state (throughout, we
assume that in the ground state Aµ = 0). Let us suppose that all possible
vacua have the form (9.34), i.e. that there is no accidental degeneracy of
vacua in the model (in fact, this assumption can also be omitted).

Let us consider the set of classical vacua Mvac. The assumptions made
mean that the group G acts transitively on Mvac, where this action is
determined by the representation T . Hence, Mvac is a homogeneous space
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Mvac = G/H.

Let us now consider static configurations of fields with finite energy in
three-dimensional space, where we shall assume that the vacuum energy is
equal to zero. The contribution of the scalar potential to the energy will be
finite, if the field at spatial infinity tends to some vacuum value, which may
depend on the direction n. Thus, we have a mapping from the infinitely
remote sphere S2

∞ to Mvac. Since

π2(Mvac) ≡ π2(G/H) = π1(H),

this mapping may be topologically non-trivial in the case of a group H
which is not simply connected, i.e. when

π1(H) �= 0.

In this case, the space of configurations with finite energy divides into
disjoint subspaces (topological sectors), each of which corresponds to an
element of π1(H). A minimum of the energy in a non-trivial topological
sector is given by a soliton.

Problem 7. Let H = U(1). Using considerations analogous to those of
Section 9.2, show that solitons just described are magnetic monopoles.

Thus, monopoles exist in all models with compact simple or semi-
simple gauge groups, where the Higgs mechanism leads to symmetry
breaking down to a non-simply connected subgroup. Since, in nature, the
electromagnetism group U(1)e.m. is indeed unbroken, monopoles always
exist in realistic grand unified theories with a simple or semi-simple gauge
group.

9.4 The limit mH/mV → 0

We continue the study of monopoles in the SU(2) model of Sections 9.1 and
9.2. In the limiting case, when the self-interaction constant of the Higgs
field λ tends to zero, a solution of the field equations can be obtained
in explicit form. Physically, this limit (called the Bogomolny–Prasad–
Sommerfield limit) corresponds to the situation where the mass of the Higgs
boson mH =

√
2λv is much less than the mass of a vector boson2 mV = gv;

it follows from formulae (9.14) and (9.18) that λ occurs in a solution in a
combination λ/g2 = m2

H/2m2
V .

2In some theories, the absence of a scalar potential can be ensured by symmetry
considerations; this is the case in a number of supersymmetric theories.
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When λ → 0, the potential term in the energy functional (9.3)
∫

d3x
λ

4
(ϕaϕa − v2)2

tends to zero, if the condition (9.4), ensuring its finiteness, is satisfied. In
other words, in this limit, a monopole configuration is a minimum of the
functional

Eλ=0 =
∫

d3x

[
1
2
(Ha

i )2 +
1
2
(Diϕ)a(Diϕ)a

]
(9.35)

in the class of fields satisfying the condition

ϕaϕa = v2 for |x| = ∞ (9.36)

and having topological number one. In (9.35), Ha
i = −1

2εijkF a
jk. To find

this minimum, we use a technique (Bogomolny 1976) analogous to that
used in the model of n-field. We write down the following inequality

∫
d3x

1
2
(Ha

i − Diϕ
a)(Ha

i − Diϕ
a) ≥ 0, (9.37)

where equality holds when

Diϕ
a = Ha

i . (9.38)

Expanding the brackets in (9.37), we have

Eλ=0 ≥
∫

Ha
i Diϕ

ad3x.

Furthermore, using the definition

Diϕ
a = ∂iϕ

a + gεabcAb
iϕ

c

and integrating by parts, we obtain
∫

Ha
i Diϕ

ad3x =
∫

S2∞

Ha
i ϕadΣi −

∫
ϕa(∂iH

a
i + gεabcAb

iH
c
i )d3x. (9.39)

We now recall the Bianchi identity

εµνλρDνF a
λρ = 0, (9.40)

where

DνF a
λρ = ∂νF a

λρ + gεabcAb
νF c

λρ.
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The component µ = 0 in (9.40) gives

∂iH
a
i + gεabcAb

iH
c
i = 0,

so that the second term in (9.39) vanishes.
Finally, the first term in (9.39) is proportional to the magnetic charge

(see Section 9.2):∫
S2∞

Ha
i ϕadΣi = v

∫
S2∞

HidΣi =
4πv

g
.

Thus, we have an inequality for the energy as λ → 0:

Eλ=0 ≥ 4πv

g
, (9.41)

where there is equality only if equation (9.38) is satisfied.
A monopole configuration is a minimum of the energy for a unit magnetic

charge. Thus, in the limit λ → 0, it can be found by solving equation (9.38)
(it is called the Bogomolny equation).

Problem 8. Write down the field equations arising from minimization of
the energy functional (9.35). Show that any solution of equations (9.38) is
at the same time a solution of these field equations.

A spherically symmetric (in the sense of generalized symmetry, discussed
in Section 9.1) solution of the equations (9.38) can be obtained in explicit
form. Let us again write down the spherically symmetric fields, but this
time in the form

ϕa = vnah(r)

Aa
i = εaijnj

1
gr

(1 − F (r))

(this Ansatz differs from (9.10) only by the replacement h = 1 − H). By
calculating the “magnetic” field Ha

i and the covariant derivative, we obtain

Ha
i ≡ −1

2
εijkF a

jk = −δia − nina

rg
F ′ +

nina

gr2 (1 − F 2)

Diϕ
a = v

δai − nina

r
Fh + vninah′.

From the independence of the tensors nina and (δai −nina), it follows that
the equations (9.38) reduce to the equations

F ′ = −(gv)hF (9.42)

h′ =
1

gvr2 (1 − F 2).
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A solution of these equations must satisfy the boundary conditions

F (0) = 1, h(0) = 0 (9.43)
F (r → ∞) = 0, h(r → ∞) = 1.

These conditions ensure the non-singularity of the fields ϕa and Aa
i as

r → ∞ and r → 0, the finiteness of the energy (9.35) and the satisfaction
of the auxiliary equation (9.36). A solution of the equations (9.42) with
the boundary conditions (9.43) can be guessed at:

F =
ρ

sinh ρ

h = coth ρ − 1
ρ
,

where

ρ = gvr =
r

r0

r0 = (gv)−1 = (mV )−1.

We note that it was possible to find an explicit form for the solution by
virtue of the fact that instead of the original second-order equations, we
solved the first-order equations (9.38).

As one might expect, the function F (r) tends exponentially to zero as
r → ∞:

F (r) ∝ e−r/r0 .

At the same time, h(r) tends to one according to the power law:

1 − h(r) ∝ 1
r
. (9.44)

This behavior has to do with the fact that the mass of the Higgs boson mH

is equal to zero as λ → 0, i.e. among the small excitations over the vacuum
there is a massless scalar field.

The mass of a monopole (its static energy) in the limit λ → 0, as follows
from the discussions leading up to (9.41), equals

M = Eλ=0 =
4πv

g
=

mV

αg
, (9.45)

where, as before, αg = g2

4π .
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Problem 9. Show by direct calculation of the energy functional Eλ=0 for
the solution found that the mass of the monopole in the limit λ → 0 is
indeed given by formula (9.45).

We note that there exist (and these have been found in explicit form)
multi-monopole solutions of equations (9.38). At first glance, this assertion
contradicts our expectations: monopoles experience a “Coulomb” repulsion
due to their magnetic charges; thus, it would seem, the energy of two
monopoles must have a minimum when the distance between their centers
is infinite. In reality, the repulsion of magnetic charges is precisely
compensated due to attraction associated with the long-ranged scalar field
(see (9.44)), so that two monopoles are in neutral equilibrium. Of course,
this situation only occurs at λ = 0; for λ > 0, the Higgs field is massive and
interaction of monopoles associated with that field decreases exponentially
for r > m−1

H .
We note further that for λ > 0, the contribution of the potential term to

the energy is positive, and a modification of the discussions of this section
leads to the inequality

Eλ>0 >
mV

αg
.

Thus, the monopole has least mass in the limit mH/mV → 0.

9.5 Dyons

Until now we have considered solutions with zero electric charge. In
addition to these, the SU(2) model contains solutions with non-zero
magnetic charge and non-zero electric charge, dyons (Julia and Zee 1975).
Since a static electric charge can be described by a potential A0(x), which
does not depend on time, a dyon solution can be sought, on the assumption
that Aa

µ(x) and ϕ(x) do not depend on time; here, Aa
0(x) is non-zero. In

the spherically symmetric case for the field Aa
0(x), we choose the Ansatz

Aa
0 = naB(r), (9.46)

where, from the requirement of regularity at r = 0 we obtain the condition

B(r = 0) = 0.

For the fields ϕa(x) and Aa
i (x) as before, we use the Ansatz (9.10) with

boundary conditions (9.11) and (9.12). The choice of (9.46) leads to

D0ϕ
a = ∂0ϕ

a + gεabcAb
0ϕ

c = 0.

Thus, the energy of a dyon will be finite if the electric component of the
strength tensor F a

0i decreases as 1
r2 .
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Let us determine the asymptotics of the function B(r) for a dyon with
(electric) charge q. For this, we calculate F a

0i far from the center of the
dyon, where the field Aa

i is given by the formula (9.9). We obtain

Ea
i ≡ F a

0i = −naniB
′.

Since Ea
i is directed in internal space along ϕa, asymptotically, there is

indeed only the electric field which corresponds to the unbroken subgroup
U(1)e.m.. This is equal to

Ei =
1
v
Ea

i ϕa = −niB
′.

The electric field is directed along the radius vector, as it must be for a
field of an electric charge. If the charge of the dyon is equal to q, then we
must have

Ei = ni
q

r2 ,

whence we obtain the asymptotics

B =
q

r
+ C, (9.47)

where C is a constant depending on q.
Similarly to the monopole case, it is not possible to find a dyon solution

in analytic form. The only exception is the limiting case λ → 0. Field
configurations for the dyon with λ �= 0 have been found numerically.

Problem 10. Find equations for the radial functions B(r), F (r) and
H(r) for the dyon. Show that the asymptotics (9.11) and (9.47) satisfy
these equations in the limit of large r.
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Chapter 10

Non-Topological Solitons

Until now, we have considered solitons, whose existence is related to the
topological properties of field configurations. Furthermore, we have limited
ourselves to a discussion of static solutions, which was in fact justified for
topological solitons (it is more or less clear that the absolute minimum of
the energy in the sector with non-zero topological number is attained, if it
is attained at all, at a static configuration). However, neither non-trivial
topological properties, nor time independence of the fields are mandatory
for solitons, which are conceived as stable (or metastable) particle-like
solutions of the field equations for fields with finite energy. In this chapter,
we shall present an example of a stable soliton, whose field depends on
time and does not have a non-trivial topology (Friedberg et al. 1976). This
example is of a very general nature; the principle governing the existence
and stability of the soliton is the presence of charge on the soliton. Such
solitons, following Coleman (1985), are often called Q-balls. Up to now,
it is not known whether they play any important role in particle physics,
although similar ideas have been used in hadron (quark bag) models. We
note that a completely different example of a non-topological soliton is
given in one of the Supplementary Problems for Part II.

As the simplest model possessing non-topological solitons, we can choose
the theory with two scalar fields: a real field ϕ(x) and a complex field ξ(x).
The Lagrangian of the model has the form

L =
1
2
(∂µϕ)2 − V (ϕ) + (∂µξ)∗∂µξ − h2ϕ2ξ∗ξ, (10.1)

where the scalar potential of the field ϕ is equal to

V (ϕ) =
m2

ϕ

2
(ϕ− v)2.
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We shall suppose that

mϕ, v, h > 0.

To be specific, we shall consider this model in (1 + 1)-dimensional space–
time, although this analysis is easy to generalize to the case of space–time
with an arbitrary number of dimensions.

The model has a continuous global U(1) symmetry

ϕ(x) → ϕ(x)
ξ(x) → eiαξ(x) (10.2)
ξ∗(x) → e−iαξ∗(x).

This symmetry gives rise to the Noether current

jµ =
1
i
(ξ∗∂µξ − ∂µξ

∗ξ).

The charge

Q =
∫

1
i
(ξ∗∂0ξ − ∂0ξ

∗ξ)dx1 (10.3)

is conserved on the field equations (i.e. provided the latter are satisfied).
To find the ground state, as usual, we write down the energy functional

E =
∫
dx1

[
1
2
(∂0ϕ)2 +

1
2
(∂1ϕ)2 + V (ϕ) + |∂0ξ|2 + |∂1ξ|2 + h2ϕ2|ξ|2

]
.

(10.4)
It has a minimum at a homogeneous configuration of the form

ϕ = v (10.5)
ξ = 0,

which is the ground state in the model. We note that the symmetry (10.2)
is not broken.

By considering small perturbations of the fields about the ground state
(10.5), we conclude that they describe a massive real scalar field

η(x) = ϕ(x) − v

mη = mϕ

and a massive complex scalar field ξ with mass

mξ = hv.

Since the charge (10.3) is conserved, it is legitimate to ask about
configurations of fields with minimum energy among all configurations with
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a given value of Q. If for some fixedQ a configuration with minimum energy
is a localized state, then the model includes an absolutely stable soliton
(Q-ball). In other words, the set of field configurations can be divided into
disjoint sectors, characterized by the value of Q, each of which contains
all the fields with the same value of the charge (in quantum theory these
sectors are called superselection sectors). In the classical evolution, fields
do not move from one sector into another because of charge conservation.
The soliton (Q-ball) realizes the absolute minimum of the energy in a sector
for some Q, thus it is stable.

We note that in the model (10.1), the topology of the field configurations
is trivial; the existence of a soliton does not rely on topological arguments.
Furthermore, the charge (10.3) is non-zero, only if the fields depend on
time, thus the soliton (if it exists) is a time-dependent configuration.

Problem 1. Write down equations for a conditional extremum of the
energy functional (10.4) for a fixed charge Q. Show that the fields ξ(x1, t)
and ϕ(x1, t), satisfying these equations, also satisfy the Lagrange field
equations, arising from the Lagrangian (10.1). Hint: assume that the
variations δ(∂0ϕ) and δ(∂0ξ) are not dependent on δϕ and δξ.

We shall show that a non-topological soliton actually exists in our model
for sufficiently large values of Q. For this, we need to show that there exist
localized configurations of fields, whose energies are smaller than the energy
of non-localized configurations at fixed (and large) Q.

Let us first consider non-localized configurations. If fields are not lo-
calized then their amplitudes are small and a theory linearized near the
classical vacuum (10.5) can be used. For a linearized theory the energy
functional has the form∫

dx1

[
1
2
(∂0η0)2 +

1
2
(∂1η)2 +

m2
ϕ

2
η2 + |∂0ξ|2 + |∂1ξ|2 +m2

ξ |ξ|2
]
. (10.6)

Clearly, for fixed Q, the functional (10.6) will be least if

η = 0.

To determine the energy for fixed Q it is convenient to use a Fourier
representation for solutions of the field equations in the linearized theory:

ξ(x) =
1√
2π

∫ [
ei(kx1−ωkt)ak + e−i(kx1−ωkt)b∗k

] dk√
2ωk

(10.7)

ξ∗(x) =
1√
2π

∫ [
ei(kx1−ωkt)bk + e−i(kx1−ωkt)a∗

k

] dk√
2ωk

,

where
ωk =

√
k2 +m2

ξ , (10.8)
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the factors 1√
2π

and 1√
2ωk

are introduced for convenience, and ak and bk
are arbitrary small amplitudes; integration in (10.7) involves both positive
and negative k. In terms of the amplitudes ak and bk, the energy (10.6)
and the charge (10.3) can be written in the form

E =
∫
dkωk(b∗kbk + a∗

kak) (10.9)

Q =
∫
dk(b∗kbk − a∗

kak). (10.10)

From formulae (10.9), (10.10) and (10.8), it is clear that if the charge Q is
fixed, then

E ≥ mξQ, (10.11)

where we have equality when ak = 0, and bk is non-zero only for k = 0 (to
find the amplitudes bk, one actually has to consider the theory in a large
spatial box).

Problem 2. Consider the system with Lagrangian (10.1) in a large box
of size L, i.e. assuming −L

2 ≥ x1 ≥ L
2 . Find the value of the amplitudes

bk, minimizing the energy (10.9) for a fixed (and finite) charge Q. Is the
assertion in the text concerning the smallness of the field ξ(x) true at every
point of space–time?

Equation (10.11) has the following interpretation in quantum theory.
The field ξ(x) describes particles with mass mξ and unit charge (and also
antiparticles with charge −1). For the charge to be equal to Q requires at
least Q particles; their energy is minimal and equal to E = mξQ if they
are all at rest (spatial momentum k is equal to zero).

Next, we show that for sufficiently large Q there exist localized
configurations of fields with charge Q, whose energy is less than mξQ.
Taking into account (10.11), this will imply the existence of a non-
topological soliton.1

Let us choose a field configuration ϕ which is static and has the form of
a well, as shown in Figure 10.1. Outside a region of size l the field ϕ(x1) is
equal to its value in the ground state, ϕ = v. There is a small transitional
region (size much less than l) where the field changes from v to zero, and
within the well, the field ϕ is equal to zero. The energy, associated with
the field ϕ itself,

Eϕ =
∫ [

1
2
(∂iϕ)2 + V (ϕ)

]
dx1,

1Strictly speaking, we would need to show that the minimum energy for fixed charge
Q is actually attained, i.e. a situation of the type studied in Section 7.2 does not arise.
This can be done based on considerations studied below (see formula (10.19)).
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ϕ(x1)

x1
l/2−l/2

v

Figure 10.1.

is made up of the energy of the transitional region and the energy of the
well. We shall be interested in the dependence of the energy on l, and we
can write

Eϕ = µ+ V0l,

where the first term arises due to the transitional region and does not
depend on l, the second term comes from the region inside the well, where
the energy density equals

V0 = V (ϕ = 0) =
m2

ϕ

2
v2. (10.12)

Let us now consider the field configuration ξ(x1, t). In the background
field of our trial configuration ϕ(x1), the equation for the field ξ has the
form

−∂µ∂µξ − h2ϕ2(x1)ξ = 0. (10.13)

Let us choose the dependence of ξ on time in the form

ξ(x1, t) = eiΩtξΩ(x1),

then equation (10.13) becomes an eigenvalue equation

[−∂2
1 + h2ϕ2(x1)]ξΩ(x1) = Ω2ξΩ(x1). (10.14)

We shall be interested in the smallest eigenvalue Ω. The potential h2ϕ2(x1)
has the form of a well of size l (and depth m2

ξ), and it is equal to zero on
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the bottom of the well. Thus, modulo higher-order corrections in 1/l, the
least eigenvalue is equal to

Ω0 =
π

l
+O(1/l2). (10.15)

The corresponding eigenfunction ξΩ0(x
1), the lowest bound state in the

potential h2ϕ2(x1), is real and decreases exponentially outside the well.
Thus, for the configuration ξ(x1, t), we choose the function

ξ(x1, t) = NeiΩ0tξΩ0(x
1), (10.16)

where the function ξΩ0 is assumed to be normalized to one:∫ ∞

−∞
ξ2Ω0

(x1)dx1 = 1, (10.17)

and the constant N is defined from the requirement that the charge (10.3)
should be equal to the given value Q. We have

Q = 2N2Ω0,

so that
N2 =

Q

2Ω0
. (10.18)

Finally, we calculate the energy associated with the field ξ(x1, t),

Eξ =
∫
dx1[∂0ξ

∗∂0ξ + ∂1ξ
∗∂1ξ + h2ϕ2ξ∗ξ].

Integrating by parts in the second term and taking into account (10.16),
(10.17) and (10.14), we obtain

Eξ = 2Ω2
0N

2.

Using (10.18), we finally have

Eξ = Ω0Q.

Thus, the total energy for our chosen configuration of fields ϕ(x1) and
ξ(x1, t) is equal to

E = Eϕ +Eξ = µ+ V0l +
πQ

l
, (10.19)

where we have used (10.12) and neglected corrections to formula (10.15).
Up to now we have not yet fixed the size of the well l and have only assumed
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that it is sufficiently large. Let us now determine l from the requirement
that the energy (10.19) should be least. We have

∂E

∂l
= 0

at

l =
√
πQ

V0
, (10.20)

and the minimum energy value for configurations of the type described is
equal to

E(Q) = E

(
l =

√
πQ

V0

)
= µ+ 2

√
πQV0. (10.21)

For sufficiently large Q this expression is less than mξQ, as required.
We stress that the configurations described are indeed localized: the

field ϕ(x1) tends rapidly to its vacuum value for large |x1|, and ξ(x1, t)
tends exponentially to zero for |x1| → ∞.

For our estimates to be correct, we require the size of the well to be
large. Equation (10.20) shows that this is indeed the case for sufficiently
large Q.

Let us estimate the value of the charge Qc, above which the model has a
non-topological soliton. For this estimate, we neglect the first term in the
soliton energy (10.21) and require the energy to be equal to the energy of
a non-localized state:

2
√
πQcV0 = mξQc.

Taking into account (10.12), we obtain

Qc = 2π
m2

ϕ

m2
ξ

v2. (10.22)

For Q ∼ Qc, the size of our constructed configuration is in fact not large,

l ∼
√

Qc

m2
ϕv

2 ∼ 1
mξ

.

Thus, the above calculation of the energy of this configuration is incorrect,
generally speaking, for Q ∼ Qc. This means, in particular, that the

coefficient 2πm2
ϕ

m2
ξ

in formula (10.22) for the critical charge cannot be trusted.
The form of the soliton configuration for Q ∼ Qc and the true value of the
critical charge can only be obtained numerically; one can only assert that

Qc ∼ v2
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for large v and mϕ ∼ mξ.
We recall that in (1+1)-dimensional space–time the characteristic value

of the field v plays the role of an inverse coupling constant, i.e. the weak
coupling limit corresponds to v2 → ∞ for fixed mϕ and mξ. Thus, non-
topological solitons in models with weak coupling have a large charge

Q � (coupling constant)−2.

We note that the mass of the lightest non-topological soliton is also large:

Mc = E(Qc) ∼ mξv
2.

Similarly to topological solitons, the size of a soliton is much greater than
its Compton wavelength: from (10.20) and (10.21) we have the relation

λc(Q)
l(Q)

=
1

E(Q)l(Q)
� 1
Q

� 1.

In this sense, topological and non-topological solitons have analogous
properties.

Problem 3. Show that in the model (10.1) (for sufficiently large charges)
non-topological solitons exist in space–time of any dimension (d+1), d ≥ 1.
Estimate the critical charge and mass of a non-topological soliton for d = 3,
assuming the dimensionless constant h is small, and mϕ/mξ ∼ 1.

Non-topological solitons of the type described in this chapter arise in
many models where there is charge conservation and the corresponding
symmetry is not spontaneously broken. Again we note the physical
principle governing their occurrence: for sufficiently large Q, the state in
which the charge-carrying fields (in our case ξ) are localized in a finite
region of space is energetically favorable; in this region, the field giving
them the masses (in our case φ) takes a value different from the vacuum,
so that the masses of the charged fields are equal to zero.

In the language of particles, the fact that this state is energetically
favorable can be seen from the following qualitative consideration. For
the charge of the state to be equal to Q, there would have to be Q charged
particles (corresponding to the field ξ). The field configuration shown in
Figure 10.1 is a potential well for these particles. In the well, their mass is
equal to zero, which gives an energy gain of the order of Q in comparison
with free particles (for fixed l). For sufficiently large Q, this energy gain
is greater than the energy needed for the formation of the well (the latter
energy is equal to Eϕ and does not depend on Q for fixed l).

This consideration is clearly very general. It holds true in models where
the role of charged particles is played by fermions, provided the number
of fermion types is sufficiently large (Pauli’s principle prevents us from
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applying these arguments in models with a single type of fermion or a
small number of fermion species).
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Chapter 11

Tunneling and Euclidean
Classical Solutions in
Quantum Mechanics

Localized solutions of classical field equations, whose existence is a result
of the nonlinearity of these equations, are important, not only for the
description of particle-like states, or solitons. Such solutions also arise in
the study of a completely different class of problems, concerning tunneling
processes in quantum field theory (and in quantum mechanics). In theories
with a small coupling constant these processes can be studied within a
semiclassical approach, where localized solutions of the field equations
in Euclidean space–time, i.e. solutions of the instanton type, play a key
role. They determine the leading semiclassical exponential in the tunneling
probability. Another class of solutions, sphalerons, determine the height of
the barrier separating classically stable field states. Here and in subsequent
chapters, we shall be concerned with this class of problems, initially, for
the example of quantum-mechanical systems, and then in the framework
of field theory.

We note that instanton effects are important both for an understanding
of the properties of the ground state, the vacuum, in gauge theories and for
the theoretical study of the processes which took place in the early Universe.
The methods which will be studied here and in subsequent chapters have
close analogues in condensed matter theory.
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11.1 Decay of a metastable state in quantum
mechanics of one variable

The simplest system in which the problem of the decay of a metastable
state arises is the quantum mechanics of a single variable q, described by
the potential V (q) shown in Figure 11.1. We shall be interested in the decay
of a lowest metastable state, i.e. a state which would be the ground state in
the potential well near the point q0, if the barrier were impenetrable. In the
semiclassical situation, the probability of tunneling through the potential
barrier is given by the well-known expression

Γ = Ae−SB , (11.1)

where Γ is the width of the metastable state (Γ = 1/τ , τ is the lifetime),
A is a pre-exponential factor, and SB is the leading semiclassical exponent

SB = 2
∫ q1

q0

√
2MV (q)dq, (11.2)

where M is the particle mass, and q1 is a turning point at which V (q1) = 0,
see Figure 11.1; in what follows, for convenience we shall assume that
V (q0) = 0 at the local minimum of the potential.

Vsph

V (q)

q0 qm qq1

Figure 11.1.

We immediately note that SB coincides with the Euclidean action,
calculated on the classical trajectory of a particle moving “in imaginary
time” with energy E = 0 from the point q = q0 to the point q = q1 and
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backwards. To explain this statement, we first write down the conventional
action for a classical particle in the potential V (q):

S =
∫ [

M

2

(
dq

dt

)2

− V (q)

]
dt. (11.3)

In this action, we shall make the purely formal substitution t = −iτ and
assume that τ is real. Then, the action (11.3) becomes iSE , where

SE =
∫ [

M

2

(
dq

dτ

)2

+ V (q)

]
drτ. (11.4)

We shall call the functional SE the Euclidean action, and τ the Euclidean
time.

The origin of the term “Euclidean time” lies in the fact that the
Minkowski metric ds2 = dt2 − dx2, with the formal substitution t = −iτ
becomes the Euclidean metric, ds2E = dτ2 + dx2 modulo an overall sign.
We shall see that tunneling processes in field theory are described by the
solutions of field equations in Euclidean space–time. We stress that the
introduction of Euclidean time is a purely formal device.

The equation of motion following from the action (11.4) has the form

M
d2q

dτ2 =
∂V

∂q
≡ −∂(−V )

∂q
. (11.5)

q0 qq1

−V (q)

Figure 11.2.
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This equation formally coincides with the equation of Newtonian
mechanics for particles in the potential (−V ), shown in Figure 11.2. The
integral of motion of this equation,

M

2

(
dq

dτ

)2

− V (q) = E ,

will be called the Euclidean energy.
Let us consider a solution with zero Euclidean energy, which starts when

τ → −∞ at the point q = q0, goes to the point q1 and returns to the point
q0 when τ → +∞. We note that the choice of the origin for the Euclidean
time τ can be made in such a way that the turning point q = q1 is reached
at τ = 0. Such a solution is called a “bounce”; we shall denote it by qB(τ).
The Euclidean action on this solution is equal to

SE(qB) =
∫ +∞

−∞
dτ

[
M

2

(
dqB
dτ

)2

+ V (qB)

]
= 2

∫ 0

−∞
2V (qB(τ))dτ, (11.6)

where we have used the fact that E = 0 for bounce. The integral (11.6) is
converted to the form (11.2) by changing the integration variable, τ → qB

using the formula dτ =
√

M
2V (qB)dqB . Thus, we have

SB = SE [qB(τ)]. (11.7)

Thus, the semiclassical exponent of the decay of a metastable state, is equal
to the Euclidean action on the bounce solution.

Problem 1. Determine the behavior of the bounce solution near q = q0.
Show that the point q0 is reached asymptotically for τ → −∞ or τ → +∞.
Assume that the potential near q = q0 is quadratic V (q) = 1

2V
′′(q0)(q −

q0)2 +O[(q − q0)3].

Problem 2. Show that the semiclassical exponent of the decay of a highly
excited metastable state with energy E in the well with potential V (q)
(Figure 11.1) is determined by a truncated Euclidean action on a periodic
solution of the Euclidean equation (11.5), with E = −E. (The expression
(SE [q(τ)]+Eτ0), where SE [q(τ)] is the Euclidean action over a single period,
is called the truncated Euclidean action for the periodic solution q(τ) with
period τ0 and Euclidean energy E).

Of course, the result (11.7) is no accident. To explain the connection
between the tunneling exponent and the bounce solution and to determine
a way of generalizing it to quantum mechanics with many variables and to
field theory, we shall derive it rather more systematically. Let us write down
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the Schrödinger equation for the stationary state such that near q = q0 it
coincides with the ground state in the potential well:[

1
2M

(
−i ∂
∂q

)2

+ V (q)

]
ψ = 0.

Here, we have neglected the difference of the energy of this state from
zero, which is legitimate for calculation of the semiclassical exponential.
In the classically forbidden region q0 < q < q1, the solution is, generally
speaking, a linear combination of decreasing and increasing exponentials,
where the decreasing exponential is significantly greater than the increasing
one, except for in a small neighborhood of the point q = q1. Thus, we
shall be interested in the exponentially decreasing component of the wave
function which, modulo a pre-exponential factor is equal to

ψ(q) = e−S(q),

where, as usual, S(q) satisfies the equation

1
2M

(
dS

dq

)2

− V (q) = 0. (11.8)

The semiclassical exponential for the decay probability is determined by
the wave function on the boundary of the forbidden region (at the point
q1). Thus

Γ ∝ |ψ(q1)|2 = e−2S(q1). (11.9)

Near q = q0, the wave function is not small, therefore

S(q0) = 0. (11.10)

For systems with a single variable q, it is easy to solve equation (11.8)
directly (and to obtain expressions (11.1) and (11.2) using (11.9)). One
might, however, remark that equation (11.8) is the stationary Hamilton–
Jacobi equation for the theory with the action (11.4). As we know
from classical mechanics, the classical trajectories are characteristics
of the Hamilton–Jacobi equation and solutions of the Hamilton–Jacobi
equation can be obtained by integrating the Lagrangian along the classical
trajectories. In our case, we are concerned with theories with the action
(11.4), therefore, the classical trajectories satisfy the Euclidean equation
(11.5). Moreover, the stationary Hamilton–Jacobi equation (11.8) is char-
acterized by zero Euclidean energy E , so that its solution is determined
by the trajectory with E = 0. Taking into account (11.10), we obtain a
solution of equation (11.8) in the form

S(q) =
∫ τ(q)

−∞
dτ

[
M

2

(
dqB
dτ

)2

+ V (qB(τ))

]
, (11.11)
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where qB is the solution of equation (11.5) with E = 0, i.e. precisely the
bounce solution, and the integration is performed from τ = −∞, where
qB = q0, to the value of τ such that qB(τ) = q.

Problem 3. Show by direct calculation of the derivative dS/dq that the
function S(q), given by formula (11.11), satisfies equation (11.8).

Assuming that the turning point is reached at τ = 0, we obtain for the
exponent in (11.9)

S(q1) =
∫ 0

−∞
dτ

[
M

2

(
dqB
dτ

)2

+ V (qB)

]
.

Finally, taking into account the symmetry of the bounce solution with
respect to the substitution τ → −τ , we obtain SB = 2S(q1); thus expression
(11.9) indeed coincides with (11.1), (11.2).

Problem 4. Generalize the above consideration to the case of non-zero
energy and hence obtain the result of Problem 2.

To conclude this section, we mention another important solution of the
equations of classical motion. Namely, the point of the maximum of the
potential (qm in Figure 11.1) is an unstable (in conventional time) static
solution of the equation of Newtonian mechanics. This solution determines
the height of the potential barrier Vsph ≡ V (qm) for a given system.
Solutions with this property are called sphalerons. It is useful to know
the height of the potential barrier when studying processes taking place
at finite energies (for E > Vsph, the process of leaving a well may take
place without tunneling, with probability of the order of unity in quantum
mechanics with one degree of freedom; for E < Vsph, tunneling is obligatory,
and the probability is exponentially small), and also for processes at finite
temperatures. Let us consider the latter case in somewhat more detail.
For finite, but not excessively high temperatures (T � Vsph; we set the
Boltzmann constant equal to one, so that the temperature is measured in
units of energy), the excited levels in a well are populated according to the
Boltzmann distribution

P (E) ∝ e−
E
T ,

where P (E) is the probability that a particle, interacting with a thermostat
with temperature T , has energy E. In particular, there is a finite prob-
ability that a particle will have energy E ≥ Vsph, will be incident on the
top of the barrier and will leave the well without tunneling. This process is
purely classical; it leads to a decay probability Γ (the reciprocal of the time
spent by a particle in the well at finite temperature), which is suppressed
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by the Boltzmann exponential, rather than the tunneling exponential

ΓT = e−
Vsph

T

modulo a pre-exponential factor (Arrhenius formula). Even for T � Vsph
this value may be significantly greater than the tunneling exponential e−SB ,
thus, starting from some temperature, thermal jumps become the dominant
decay mechanism. Their rate is determined by the barrier height, i.e. by
the sphaleron energy Vsph ≡ V (qm).

Problem 5. At intermediate temperatures, the process of tunneling from
excited levels with energy E < Vsph may have the greatest probability.
Modulo a pre-exponential factor, this probability is given by the product of
the probability that a particle has energy E, and the probability of tunneling
from a state with energy E:

Γ ∝ e−
E
T e−S̃(E) = e−

E
T −S̃(E), (11.12)

where this expression is to be maximized with respect to energy. Here, S̃(E)
is the semiclassical exponent for tunneling from a state with energy E. Find
the connection between the exponent in (11.12) and the periodic Euclidean
solutions considered in Problem 2: show that the exponent is related to the
action on the corresponding solution, and that the temperature is related to
its period. Draw qualitatively the dependence of the exponent in (11.12) on
β = T−1.

We note that everything studied in this section is applicable to the
semiclassical situation only. A necessary condition for this is a large value of
SB , i.e. an exponentially small probability of decay of a metastable ground
state.

Problem 6. Suppose the potential has the form

V (q) =
1
2
µ2q2 − λ

3
q3.

Find the relationship between the mass of a particle M and the parameters
µ and λ, for which the standard conditions for the applicability of the
semiclassical approximation are satisfied. Find the dependence of SB on
the parameters M,µ and λ and show that in the domain of applicability
of the semiclassical approximation, the probability of tunneling from the
ground state q0 = 0 is indeed exponentially small. Calculate the energy
of a metastable ground state to the first two orders in λ in perturbation
theory, and show that perturbation theory is applicable for these values of
the parameters.
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The results of this problem illustrate a very common situation: if the
parameters of the theory are such that standard perturbation theory is
applicable, then the decay of a metastable ground state can, usually, be
described in the framework of a semiclassical approximation.

11.2 Generalization to the case of many
variables

The connection, identified in the previous section, between solutions of the
classical Euclidean equations of motion and the semiclassical exponential
for the probability of tunneling from the ground state admits generalization
to the quantum mechanics of systems with many variables q = (q1, . . . , qn)
(and to field theory). First, we formulate a prescription for calculating
probability (Banks et al. 1973; Banks and Bender 1973) and then we move
to justify it.

Let us consider, to be specific, a system with the classical action (in
conventional time)

S =
∫
dt

[
M

2

(
dq
dt

)2

− V (q)

]
. (11.13)

We shall assume that the potential has a (sufficiently deep) local minimum
at the point q = q0; we choose the origin for the energy such that V (q0) =
0. We shall further assume that there is a region where V (q) < 0, which
is separated from the local minimum by the barrier. At the classical level,
a particle at rest at the point q0 is in a state of stable equilibrium. In
quantum mechanics, the corresponding ground state in a potential well is
metastable and its decay probability Γ (the reciprocal of the lifetime) in
the semiclassical situation is equal to

Γ = Ae−SB , (11.14)

where A is a sub-leading pre-exponential factor and SB is the leading
semiclassical exponent. The prescription for finding the leading exponent
is the following. To calculate SB , one has to switch to Euclidean time, i.e.
to consider the system with the action

SE =
∫
dτ

[
M

2

(
dq
dτ

)2

+ V (q)

]
(11.15)

and to find the bounce solution of the classical equations of motion following
from the action (11.15). This bounce solution qB(τ) must have the following
properties: 1) for τ → −∞ and τ → +∞, the bounce solution must tend
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to a local minimum of the potential, qB(τ → ±∞) = q0; 2) the solution
must have a turning point for some τ (without loss of generality, we may
suppose that this is the “moment” τ = 0),

dqi
B

dτ

∣∣∣∣
τ=0

= 0 for all i. (11.16)

There is usually a finite number of such solutions; the relevant one is such
that the Euclidean action (11.15) on it is minimal (if the system has a
continuous symmetry like a rotation of the coordinates q, then there may
— and usually does — exist a family of bounce solutions differing from
one another by a symmetry transformation; the Euclidean action on the
solutions from the same family, however, is the same and, as before, we
need to minimize the Euclidean action among all families). The exponent
in (11.14) is equal to the Euclidean action on the (most favorable) bounce
solution,

SB = SE [qB(τ)].

We would make a few remarks in connection with this prescription.
First of all, it only works for tunneling from a metastable ground state.
No analogous prescription for tunneling from a fixed excited state in a
potential well is known.

Next, the equations of motion, arising from the action (11.15), formally
have the form of equations of Newtonian mechanics in the potential
[−V (q)],

M
d2q
dτ2 = −∂(−V )

∂q
. (11.17)

The integral of motion for these equations is the Euclidean energy

M

2

(
dq
dτ

)2

− V (q) = E . (11.18)

For bounce, we have E = 0; for precisely this Euclidean energy, a particle
moving in the potential [−V (q)], moves up to its top q0 (or moves down
from the top) over an infinite time, i.e. qB → q0 for τ → ±∞.

By virtue of (11.16), all velocity components are equal to zero at τ = 0,
whence it follows that V (qB(τ = 0)) = 0 (from conservation of Euclidean
energy and E = 0); in other words, at τ = 0, a particle lies on the boundary
separating the classically allowed (V < 0) and classically forbidden (V > 0)
regions of the original system. Finally, again by virtue of (11.16), the
bounce solution is symmetric with respect to the substitution τ → −τ , i.e.
a particle in the potential (−V ) moves down from the hump, stops on the
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boundary of the region V ≥ 0 and moves up again to the hump along the
original trajectory. Therefore,

SB = 2
∫ 0

−∞

[
M

2

(
dqB

dτ

)2

+ V (qB)

]
dτ. (11.19)

Taking into account (11.18) and E = 0, this expression can be transformed
to the form

SB = 2
∫ q1

q0

√
2MV (q)dl,

where q1 = qB(τ = 0) is a turning point, the integration is taken along
the bounce trajectory, and

dl =

√(
dq
dτ

)2

dτ

is a length element of the trajectory. We note that the bounce trajectory
is sometimes called the most probable escape path from under the barrier.

Let us turn to a justification of the above prescription. As in the previous
section, we are interested in a solution of the stationary Schrödinger
equation with zero energy[

1
2M

(
−i ∂
∂q

)2

+ V (q)

]
ψ = 0 (11.20)

in the classically forbidden region V (q) > 0. This solution should decrease
exponentially as the point q moves away from the local minimum of the
potential q0. At least in some neighborhood of the point q0, a solution can
be sought in the form

ψ(q) = A(q)e−S(q), (11.21)

where A(q) is a slowly varying pre-exponential factor. As usual, for S(q)
we obtain from (11.20) the equation

1
2M

(
∂S

∂q

)2

− V (q) = 0. (11.22)

This equation again looks like the stationary Hamilton–Jacobi equation
with zero energy for a system with the action (11.15); its characteristics
are solutions of the Euclidean Newton’s equations (11.17). The condition

S(q0) = 0,
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which ensures that the wave function (11.21) is not small at the point q0,
again has to be imposed on S(q).

Let us discuss in detail the solutions of the Newtonian equations (11.17),
i.e. the characteristics of equation (11.22), which are important to us. We
are interested in solutions with Euclidean energy E , equal to zero, which
start (for τ → −∞) from the point q0. Through each point q in a
sufficiently small, but finite, neighborhood of the point q0, there passes
one and only one characteristic of this type (we suppose that the potential
V (q) is quadratic near q0).

Problem 7. Prove the above assertion, assuming that near the point q =
q0 the potential has the form

V (q) =
1
2
µij(qi − qi

0)(q
j − qj

0) +O[(q − q0)3],

where µij is a positive definite quadratic form.
In this region the solution of equation (11.22) has the form

S(q) =
∫ τ(q)

−∞
dτ

[
M

2

(
dq
dτ

)2

+ V (q(τ))

]
, (11.23)

where q(τ) is a trajectory with zero Euclidean energy, starting at q0 and
passing through the point q at time τ(q).

The new circumstance in systems with more than one variable is that
Euclidean trajectories of the given type do not, generally speaking, cover
the whole region with V (q) > 0 (classically forbidden region of the original
system). If the potential does not have a sufficiently large symmetry, the
majority of trajectories of interest to us (i.e. those which start at the
top of the potential (−V (q)) and have zero Euclidean energy) bend, do
not reach the surface V (q) = 0, and cross other similar trajectories (see
Figure 11.3, where the trajectories are shown by continuous curves with
arrows). Obtaining a solution of the Euclidean Hamilton–Jacobi equation
in the form (11.23) is only possible in the region bounded by the envelope
of our trajectories, called the caustic or caustic surface. The caustic is
shown by the dashed curve in Figure 11.3. Outside the caustic surface it is
impossible to find a decreasing solution of the Schrödinger equation (11.20)
using the method we have just studied.

However, in fact, we are not interested in the solution of the Schrödinger
equation in the whole region V > 0. All that is important to us is the
maximum value of |ψ|2 on the surface V = 0. To find this value, we first
consider the values of |ψ(q)|2 on the caustic surface. As before, these are
given by the expression (11.21). Moreover, the “Euclidean action function”
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V = 0

V < 0

V > 0

q0

Figure 11.3.

S(q) varies along the caustic surface, and

∂S(q)
∂q

= M
dq
dτ
, (11.24)

where the left-hand side is the gradient of the Euclidean action at the
point q of the caustic surface, and the right-hand side is the Euclidean
momentum along that trajectory, which is tangential to the caustic surface
at this point. This momentum is tangential to the caustic surface, so that
the Euclidean action actually varies along the caustic (in Figure 11.3, the
action increases in the direction shown by the arrow).

Let us now consider the minimum of the Euclidean action S(q) on the
caustic surface. Since the gradient of S(q) is tangential to the caustic
surface, at this minimum, the following is satisfied:

∂S(q)
∂q

= 0.

From (11.24), it is clear that at this minimum, the velocity of a particle is
equal to zero, and, hence, the minimum is located on the boundary of the
forbidden region, i.e. on the surface V (q) = 0. This situation is illustrated
in Figure 11.4, where the caustic surface is shown by a dashed curve, and
the surface V = 0 by a continuous curve; trajectories with zero Euclidean
energy are also shown by continuous curves; q1 is the point where the
action on the caustic is minimal.

Since on the caustic, S(q) > S(q1), and the wave function continues
to decrease between the caustic and the surface V = 0 (this is still the
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forbidden region of the system in question), the wave function, considered
on the surface V (q) = 0, has a maximum at the point q1. In other words,
on the boundary of the classically forbidden region, the wave function is
maximal at the point q1, where its value is given by expression (11.21) and
S(q1) = 1

2SB , where SB is determined by formula (11.19). This completes
the justification of the prescription formulated at the beginning of this
section.

q1

q0 V = 0

Caustic

Figure 11.4.

Problem 8. Consider the quantum mechanics of two variables q and y
with the potential

W (q, y) =
1
2
ω2y2 + V (q),

where V (q) has the form shown in Figure 11.1. Find the bounce solution.
Find the form of the curve W = 0, separating the classically allowed and
forbidden regions, near the turning point of the bounce solution. Find
classical solutions of the type considered in this section, which are close to
the bounce. Find the caustic near the bounce turning point, draw everything
in the plane (q, y) by analogy with Figure 11.4. Using the fact that the
variables in the potential W (q, y) separate, find the semiclassical wave
function in the region between the caustic and the boundary of the forbidden
region, and show that on the curve W (q, y) = 0, it is indeed maximal at
the turning point of the bounce solution.
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Thus, the problem of finding the semiclassical tunneling exponent of the
decay of a metastable ground state reduces to finding a bounce solution
qB(τ), i.e. a solution of the Euclidean classical equations of motion with
zero Euclidean energy, which starts, for τ → −∞, from the point of the
local minimum of the potential V (q) (i.e. a stable state of the classical
system), comes to a stop at some point q1 of the surface V = 0 (the surface
separating the classically forbidden and allowed regions) and returns to the
local minimum for τ → +∞. The wave function on the surface V = 0 is
maximal at the point q1 and equal to e−SB/2 (modulo a pre-exponential
factor), where SB is the Euclidean action of the bounce solution, the leading
exponential for the tunneling probability is e−SB .

Let us now consider the motion of a particle after it emerges from under
the barrier, i.e. into the classically allowed region. At the point q1, the
point of the maximum of the wave function on the surface V = 0, the
gradient (of the leading exponential part) of the wave function is equal to
zero. In other words, with greatest probability, a particle emerges from
under the barrier at the point q1 with zero momentum (and, accordingly,
with zero velocity). The subsequent motion of this particle can be found
by solving the classical equations of Newtonian mechanics in conventional
time, with the initial conditions

q(t = 0) = q1

dq
dt

(t = 0) = 0.

The classical energy of this solution is equal to zero. Thus, in the classically
allowed region, as well as under the barrier, just one trajectory is relevant.
This situation is shown in Figure 11.5. If the bounce trajectory qB(τ)
is known explicitly, then in order to find the classical trajectory after
emergence from under the barrier, q(t), the following consideration can be
employed. Let us analytically continue the bounce qB(τ) in the complex
plane τ . For a purely imaginary τ = it (t real), the function

qB(it) = q(t) (11.25)

satisfies the conventional Newtonian equations

M
d2q
dt2

= −∂V

∂q

(this follows, after a change of notation, from the Euclidean Newton’s
equations (11.17), which the bounce satisfies). Furthermore, for τ = it = 0,
we have q = qB = q1 and dq

dt = dqB

dτ = 0. Thus, analytic continuation
(11.25) of the bounce solution to the region of imaginary τ is the desired
classical path.
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q0

q̇ = 0

Classical path

Bounce

Figure 11.5.

Problem 9. Consider the theory with one variable q and potential

V (q) =
µ2

2
q2 − λ

4
q4.

Find the bounce solution qB(τ), and its analytic continuation to the region
of imaginary τ , and show that q(t) = qB(it) is indeed a classical solution
in conventional time, describing the motion of a particle after emergence
from under the barrier.

As in the theory with one variable, the question arises as to the minimum
height of the barrier separating a local minimum of the potential (point q0)
and the classically allowed region. This is again associated with an unstable
solution qS of the static equations of motion (sphaleron),

∂V

∂q
(q = qS) = 0.

In the case of many variables, qS is a saddle point of the potential: as the
particle moves from qS in one direction, the potential decreases (a particle
moves down either toward a local minimum or toward the allowed region),
while in all other perpendicular directions, it increases.1 We note that
the bounce solution qB(τ) (most probable path of escape from under the
barrier), generally speaking, does not pass through the saddle point qS

(sphaleron).
1If a system has continuous symmetry, then sphalerons, generally speaking, form a

continuous family, and have neutral directions (zero modes), along which the potential
does not change. These zero modes correspond to symmetry transformations over one
of the sphalerons.
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The results studied in this section can be directly generalized to systems
which are more complicated than (11.13), for example, to systems with
action of type

S =
∫
dt

[
1
2
dqi
dt
Mij(q)

dqj
dt

− V (q)
]

or to systems where the coordinates satisfy some constraints. In the
following chapters, we shall consider the generalization of these results to
the case of field theory.

Problem 10. Consider a system of two variables with action

S =
∫
dt

[
1
2
m1

(
dq1
dt

)2

+
1
2
m2

(
dq2
dt

)2

− V (q1, q2)

]
,

where

V (q1, q2) =
1
2
µ2(q21 + q22) − 1

4
λ(q21 + q22)2 + εq2.

a) Suppose m2 
 m1 and that ε is small. Find the bounce solution and the
sphaleron. Does the bounce solution pass through the sphaleron? b) The
same for m1 = m2. c) The same for m1 = m2 and ε = 0.

11.3 Tunneling in potentials with classical
degeneracy

The problem of calculating the semiclassical tunneling exponent also arises
for systems with degenerate minima of the classical potential. The simplest
such system is the quantum mechanics of a single variable q with a
symmetric potential V (q) = −µ2

2 q
2 + λ

4 q
4, shown in Figure 11.6. If the

barrier separating the minima q(+)
0 and q(−)

0 were impenetrable, the system
would have two degenerate ground states ψ

(+)
0 and ψ

(−)
0 , whose wave

functions would be confined near q = q
(+)
0 and q = q

(−)
0 , respectively.

When tunneling is taken into account degeneracy is lifted, which can
be seen as follows. Let us define a reflection operator P , such that
(Pψ)(q) = ψ(−q). It commutes with the Hamiltonian and its eigenvalues
are equal to +1 (symmetric wave functions) and −1 (antisymmetric wave
functions). The lowest states of the Hamiltonian with P = +1 and −1 have
the form ψS = 1√

2
[ψ(+)

0 + ψ
(−)
0 ] and ψA = 1√

2
[ψ(+)

0 − ψ
(−)
0 ], respectively,

where we suppose that ψ(+)
0 and ψ

(−)
0 are positive everywhere, so that



11.3 Tunneling in potentials with classical degeneracy 241

Pψ(±) = ±ψ(±). The function ψS has no nodes, and it is in fact the true
ground state; ψA has one node at the point q = 0, so that it is the first
excited state.

V (q)

q
(+)
0q

(−)
0 q

Figure 11.6.

The splitting is determined, in the leading semiclassical approximation,
by the value of the semiclassical exponent for tunneling from the point q(−)

0

to the point q(+)
0 ,

S =
∫ q

(+)
0

q
(−)
0

√
2MV (q)dq, (11.26)

where M is the particle mass.
To find the difference between the energies EA and ES of the states ψA

and ψS , we write down the stationary Schrödinger equations, satisfied by
these states:

− 1
2M

ψ′′A + (V −EA)ψA = 0

− 1
2M

ψ′′S + (V −ES)ψS = 0.

Multiplying the first of these by ψS and the second by ψA, and integrating
over dq from −∞ to 0, we obtain

− 1
2M

(ψ′AψS − ψ′SψA)(q = 0) = (EA −ES)
∫ 0

−∞
ψAψSdq. (11.27)

Taking into account that ψ′S(0) = ψA(0) = 0, ψS(0) =
√

2ψ(+)
0 (0), ψ′A(0) =√

2ψ(+)′
0 (0), and also that the integral on the right-hand side of (11.27) is
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saturated in the region q ≈ q
(−)
0 and is equal to [−1

2 ], we obtain

EA −ES =
2
M
ψ

(+)
0 (0)

dψ
(+)
0

dq
(0). (11.28)

This leads to (11.26), since

ψ
(+)
0 ∼ dψ

(+)
0

dq
∼ exp

(
−

∫ q
(+)
0

0

√
2MV (q)dq

)
.

Equation (11.28) can also be brought to a form convenient for generalization
to the quantum mechanics of several variables. For this, we take into
account that ψ

(+)
0 (0) = ψ

(−)
0 (0), ψ(+)′

0 (0) = −ψ(−)′
0 (0). Further, the

expression on the right-hand side of equation (11.28) is exponentially small,
thus, in it, we may suppose that ψ(±)

0 satisfies the Schrödinger equation
with unperturbed energy E0,

− 1
2M

ψ
(±)′′
0 + (V −E0)ψ

(±)
0 = 0.

It follows from this equation that

j(q) =

(
ψ

(−)
0

dψ
(+)
0

dq
− ψ

(+)
0

dψ
(−)
0

dq

)

does not depend on q. Near q = q
(+)
0 , we have ψ

(+)
0 , ψ(+)′

0 ∼ 1, and
ψ

(−)′
0 (q(+)

0 ) ∼ ψ
(−)
0 (q(+)

0 ). Thus,

EA −ES =
1
M
j(q = 0) =

1
M
j(q ∼ q

(+)
0 ) ∼ ψ

(−)
0 (q(+)

0 ). (11.29)

Consequently, the semiclassical exponential of the wave function ψ(−)
0 at the

right minimum q
(+)
0 is precisely the quantity that determines (EA −ES), in

the leading semiclassical approximation. Of course, hence, we again obtain
from this consideration that

(EA −ES) = A exp

[
−

∫ q
(+)
0

q
(−)
0

√
2MV dq

]
.

Problem 11. Generalize the result (11.29) to the case of the quantum
mechanics of many variables q1, q2, . . . , qn, with potential V (q1, q2, . . . , qn),
which is symmetric with respect to the transformation q1 → −q1 and has
minima at q1 = ±q0, q2 = q3 = · · · = qn = 0.
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Repeating the discussion of Section 11.1, we can see straightforwardly
that the expression (11.26) is related to a certain solution of the Euclidean
equation of Newtonian mechanics:

M
d2q

dτ2 =
∂V

∂q
.

This solution has zero Euclidean energy,

M

2

(
dq

dτ

)
− V (q) = 0.

It describes a particle in the potential [−V (q)] (see Figure 11.7), which, for
τ → −∞, starts from the left hump of this potential (from the point q(−)

0 )
and for τ → +∞, ends at the right hump (at the point q(+)

0 ). Unlike the
bounce solution, considered in Section 11.1, the solution does not come back
to the point q(−)

0 . Such solutions (and their generalizations to quantum
mechanics with many degrees of freedom and to field theory) are known as
instantons. Expression (11.26) represents the Euclidean action

SE =
∫ +∞

−∞
dτ

[
M

2

(
dqI
dτ

)2

+ V (qI)

]
,

qq
(+)
0q

(−)
0

−V (q)

Figure 11.7.

calculated on the instanton qI(τ). Explanation of the equality between
the Euclidean action of the instanton and the tunneling exponent once
again, as in Section 11.1, is provided by a semiclassical solution of the
Schrödinger equation for ψ(−)

0 in the region below the barrier, which reduces
to the Euclidean Hamilton–Jacobi equation. The corresponding analysis is



244 Tunneling and Classical Solutions in Quantum Mechanics

completely analogous to that undertaken in Section 11.1 and we shall not
present it here.

We further note that calculation of the semiclassical exponential for
the splitting between levels in the quantum mechanics of many variables
(see Problem 11) also reduces to finding an instanton with precisely the
properties described, and calculating its Euclidean action. The sub-
stantiation of this assertion is based on the results of Problem 11 and
essentially repeats that given in Section 11.2.

V (q)

−a a 2a q0

Figure 11.8.

Another example, where instantons of precisely the type described play
a role, is that of a particle in a one-dimensional periodic potential V (q), as
shown in Figure 11.8. The instanton in this system is a classical solution
in Euclidean time, which starts for τ → −∞ from the point q = 0 and
reaches the point q = a for τ → +∞. (The analogous solution, starting
at q = 0 and ending at the point q = −a, is called an anti-instanton).
The Euclidean action of the instanton gives the semiclassical exponent
for tunneling between adjacent minima which, in turn, determines the
energy of the Bloch wave with quasi-momentum θ. In order to explain
this statement, we first note that in the absence of tunneling in the system
there would be an infinite number of degenerate ground states, whose wave
functions ψn(q) = ψ0(q − na) would be confined near the minima q = na,
where n is an arbitrary integer. Here, ψ0 is the ground state in the well
near q = 0. When tunneling is taken into account, the wave functions ψn(q)
are no longer eigenfunctions of the Hamiltonian. In order to construct
approximate wave functions, we define the operator Ta of translation by a,

Taψ(q) = ψ(q − a). (11.30)
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This operator is unitary, T †aTa = 1, and commutes with the Hamiltonian.

Problem 12. Determine the action of the operator T †a on an arbitrary
wave function and prove that the operator Ta is unitary.

We note that
ψn(q) = (Ta)nψ0(q). (11.31)

Furthermore, the Hamiltonian and Ta are simultaneously diagonalizable,
where Ta has eigenvalues with unit modulus,

Ta|θ〉 = eiθ|θ〉, (11.32)

where θ ∈ [0, 2π). An approximate eigenstate of the Hamiltonian and the
operator Ta with energy close to zero should be constructed from states |n〉
with wave functions ψn(q). From (11.32), we obtain

|θ〉 =
+∞∑

n=−∞
e−inθ|n〉.

Indeed, from (11.31) we have Ta|n〉 = |n+ 1〉, and

Ta|θ〉 =
+∞∑

n=−∞
e−inθ|n+ 1〉 = eiθ

+∞∑
n=−∞

e−i(n+1)θ|n+ 1〉,

whence (11.32) follows. The state |θ〉 is called a Bloch wave, and the
parameter θ is the quasi-momentum.

When tunneling is taken into account, the energy of the state |θ〉 becomes
dependent on θ. The leading semiclassical exponential in the energy is
determined by the Euclidean action of the instanton SI ,

E(θ) = constant −Ae−SI cos θ, (11.33)

where A is the sub-leading pre-exponential factor.

Problem 13. Find the energy of the state |θ〉, i.e. show that equation
(11.33) holds.

We note that the quantum mechanics of a particle in a periodic potential
considered here is used as a model of the behavior of electrons in an ideal
crystal.

As a final quantum-mechanical example of tunneling, let us consider a
physical pendulum of mass M and length l. Its dynamical coordinate is the
angle which, as before, we shall denote by the letter q; here, the periodicity
condition

ψ(q + 2π) = ψ(q) (11.34)
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is imposed upon the wave function. The potential for this pendulum is
equal to

V (q) = Mgl(1 − cos q),

where we have chosen the zero of the energy such that V (0) = 0. Formally,
this system is the same as a particle in a periodic potential, shown in
Figure 11.8, for a = 2π; the only difference is the extra condition (11.34).
The under-barrier process for a pendulum is a full rotation, where q
varies from 0 to 2π. By virtue of (11.34), the parameter θ, which would
characterize different states of the pendulum, does not appear; in the
language of the operator T2π introduced in (11.30), the property (11.34)
implies that

T2πψ = ψ,

i.e. in terms of the model of Figure 11.8, we have to restrict ourselves to
the sector with θ = 0.

A parameter of the θ type can be introduced by considering another
system, namely a physical pendulum in an Aharonov–Bohm potential. Let
us suppose that the pendulum has electric charge e, and rotates around
a thin solenoid with magnetic flux Φ (Figure 11.9, the magnetic field H
is directed perpendicularly to the figure). In the plane of the pendulum
there is a vector potential A, whose circulation along the circle on which
the pendulum moves is proportional to the magnetic flux:∫ 2π

0
lAdq = Φ.

H

l

M , e

AA

Figure 11.9.

Without loss of generality, we may suppose that A is directed
tangentially to the pendulum circle.

The Hamiltonian for this pendulum is obtained, in the usual way, by
introducing the covariant derivative,

H =
1

2M
[−i(∇ − ieA)]2 + V.
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In terms of the variable q, it is equal to

H = − 1
2Ml2

(
d

dq
− ielA

)2

+ V (q) (11.35)

where, as before, the condition (11.34) is imposed upon the wave function.
Let us introduce a new wave function ϕ(q), whereby

ψ(q) = exp
[
ie

∫ q

0
lAdq

]
ϕ(q).

The new wave function will obey the Schrödinger equation of the standard
form with Hamiltonian

Hϕ = − 1
2M

d2

dq2
+ V (q),

i.e. with the Hamiltonian for the pendulum in the absence of a vector
potential. However, the function ϕ(q) will not be periodic; for ϕ(q), instead
of (11.34), we have

ϕ(q + 2π) = e−ieΦϕ(q).

This is precisely the condition T2πϕ = eiθϕ with θ = eΦ, so that the system
is equivalent to the θ-sector of the model of Figure 11.8. Formula (11.33)
then describes the dependence of the energy of the pendulum ground state
on the magnetic flux.

It is clear from the example considered that the interpretation of θ-states
depends on the model; in the system with periodic potential of Figure 11.8,
the θ-states are different states of the same system, while for the pendulum,
these are states of different systems (pendula in the presence of different
Aharonov–Bohm potentials).

Problem 14. Show that the Hamiltonian (11.35), where for simplicity
we assume that A does not depend on q, A = Φ/2πi, corresponds to the
classical Lagrangian

L =
Ml2

2

(
dq

dt

)2

+
eΦ
2π

dq

dt
− V (q). (11.36)

We note that the second term makes no contribution to the classical
equation of motion.
a) Making the formal substitution t = −iτ , find the Euclidean action
functional.
b) Find the instanton and its Euclidean action. Give an interpretation of
the imaginary term in the Euclidean action.
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To conclude this section, we note that in all the examples considered,
it is also sensible to consider sphalerons, unstable static solutions of the
equations of motion ∂V

∂q = 0, which determine the height of the barrier
separating the classical minima. For the potential of Figure 11.6, the
sphaleron is the point q = qS = 0; for that of Figure 11.8, it is the point of
the maximum of the potential; for the physical pendulum, it is the point
q = π, where the pendulum is upside down.

As in Section 11.2, in systems with many variables and degenerate
minima of the potential, the sphaleron is a saddle-point solution of the
static equations ∂V

∂q = 0 with one negative mode. It can also be defined as
follows. Let us consider, as an example, a system of many variables, with
potential which is periodic in one of these variables q1 and has minima (with
V = 0) at points q1 = na, q2 = q3 = · · · = 0 (such a choice of coordinates
is possible without loss of generality). Let us consider all possible paths
C connecting adjacent minima of the potential. On each of the paths
we introduce a parameter λ ∈ [0, 1], such that q(λ = 0) = (0, 0, . . . , 0);
q(λ = 1) = (a, 0, . . . , 0). Let us consider the static energy as a function of
the points on the path

V (λ) = V (q(λ)).

Clearly, V (0) = V (1) = 0, and there exists a maximum value of V (λ) at
some point on the path, maxλ V (λ). This value is the height of the barrier
along the given path C. To determine the minimum barrier height, we
minimize maxλ V (λ) over all paths connecting adjacent minima:

VS = min
C

max
λ

V (λ). (11.37)

This will be the minimum barrier height, and the point where the minimax
(11.37) is attained is the sphaleron qS .

In models like the physical pendulum, this discussion requires slight
modification. In this case, there is just one minimum of the potential V (q),
however, there exist non-contractible paths, closed in the configuration
space (the space of possible values of {q}), starting and ending at the
minimum of the potential. The tunneling process in these models involves
motion under the barrier along such a non-contractible path. In the
previous discussion for C, we now have to take all possible non-contractible
closed paths, starting and ending in the classical ground state. The rest of
the discussion is unchanged.



Chapter 12

Decay of a False Vacuum
in Scalar Field Theory

12.1 Preliminary considerations

In this chapter we consider a model of a real scalar field in d-dimensional
space–time (d ≥ 3) with the action

S =
∫

ddx

[
1
2
(∂µϕ)2 − V (ϕ)

]
, (12.1)

where the scalar potential V (ϕ) has the form shown in Figure 12.1. We
stress that V (ϕ) represents the energy density of a homogeneous and static
scalar field, with value equal to ϕ (everywhere in space).

V (ϕ)

ϕ− ϕ

ϕ0

Figure 12.1.
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At the classical level in the model there are two stable static states: the
state ϕ = ϕ− (false vacuum), whose energy density is chosen to be zero,
without loss of generality, and the state ϕ = ϕ0 (true vacuum), where
the energy density is negative, and the total energy is proportional to the
spatial volume (and equal to −∞ in the limit of infinite volume).

Let us suppose that at the initial moment in time, the system is in
the false vacuum ϕ = ϕ−. In quantum theory, generally speaking, a
tunneling process is possible, ultimately leading the system to the true
vacuum ϕ = ϕ0. Assuming this process is of a semiclassical nature its
probability will be exponentially small. The problem is to calculate the
semiclassical exponential for this probability.

First and foremost, we must explain what is meant by the quantum
theory of a field with the action (12.1). For our purposes, the following
considerations will suffice. Let us suppose that (d−1)-dimensional space is
discrete, i.e. it consists of individual points xi. The simplest variant is the
cubic lattice; for this the index i in fact represents (d − 1) integer indices
i = (i1, . . . , id−1). Each site of this lattice has coordinates (x1, . . . , xd−1)i =
(ai1, . . . , aid−1), where a is the distance between the sites of the lattice.
At each site of the lattice, we assign a variable ϕi(t). We shall further
suppose that the spatial size of the system is finite, but large; then the
indices i1, . . . , id−1, will range over a finite number of values. Next, we can
consider the system with the action

S =
∫

dt
∑

i1,...,id−1

ad−1

[
1
2

(
dϕi

dt

)2

− 1
2
(∇ϕ)2i − V (ϕ)

]
, (12.2)

where the gradient is discretized, for example, along the first coordinate it
is equal to: (∇1ϕ)i = 1

a (ϕi1+1,i2,...,id−1 − ϕi1,i2,...,id−1). Thus, we have a
system with a finite, but very large, number of variables ϕi. At the quantum
level it becomes the quantum mechanics of a finite number of variables. It
is physically clear that for sufficiently small a the system with action (12.2)
is not distinguishable from a field theory with the action (12.1), at least at
the classical level. At the quantum level, there are subtleties, associated
with ultraviolet divergences and renormalization; however, for us, these
subtleties will be unimportant. Indeed, we shall consider only leading
semiclassical exponentials, whose calculation requires only a knowledge
of classical theory (in conventional or Euclidean time). Thus, for our
purposes, it suffices to view the theory (12.1) as a model with a finite, albeit
very large number of variables, and to interpret the spatial coordinates x as
enumerating the variables ϕ(x, t) (here, we consider time as a continuous
variable, as usual in quantum mechanics).

Following this general remark, let us turn to the decay of the false vac-
uum. The false vacuum and true vacuum states are spatially homogeneous,



12.1 Preliminary considerations 251

however, transition between them cannot occur in a spatially homogeneous
manner. Indeed, the tunneling exponent for spatially homogeneous
tunneling is proportional to the spatial volume of the system, thus, spatially
homogeneous transition occurs with zero probability in the limit of infinite
volume (compare with the discussion at the end of Section 5.1). At the
same time, an inhomogeneous tunneling process is possible, whose final
result is transition to the true vacuum state. Namely, for the tunneling
process to occur, it is sufficient that the system emerges from under barrier
with zero static energy. In our case, by the static energy, we understand
the quantity

ES =
∫

dd−1x
[
1
2
(∂iϕ)2 + V (ϕ)

]
. (12.3)

We note that precisely this expression is the analogue of the potential in
quantum mechanics, since it does not contain derivatives of ϕ with respect
to time (this is best seen in the discrete version (12.2); the expression in the
integrand in (12.2) is the quantum mechanical Lagrangian, the difference
of a kinetic term, quadratic in ϕ̇i and a potential term, independent of ϕ̇i;
in the continuous limit the potential term reduces to (12.3)).

ϕ = ϕ0

ϕ = ϕ−

R

Transitional
region
(wall)

Figure 12.2.

One can achieve that ES = 0, and that the field configuration has ϕ 	=
ϕ− only locally in space, by considering a bubble of the true vacuum in the
false one (Voloshin et al. 1974), see Figure 12.2. The static energy of such
a bubble consists of the energy of the transitional region (wall), where the
field changes from ϕ0 to ϕ− and the energy of the inside of the bubble. The
energy of the wall is proportional to its area and positive, constant · Rd−2,
while the energy of the inside region is negative and proportional to the
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volume of the bubble, constant ·Rd−1. Thus, the static energy is estimated
by the quantity

ES = µRd−2 − cRd−1,

where µ > 0 and c ∝ (−V (ϕ0)) > 0; its behavior as a function of R is
shown (for d > 3) in Figure 12.3. A bubble of size R0 may be formed as
the result of the tunneling process. From Figure 12.3, it is clear that after
it has been formed, the bubble will expand, as a result of which the true
vacuum will occupy an increasingly large region of space. Ultimately, the
whole system will transit to a true vacuum state ϕ = ϕ0.

R0

RRS

ES

Figure 12.3.

We shall see that literally this picture arises only in the special case when
the energy of the true vacuum differs very little from the energy of the false
vacuum, i.e. when |V (ϕ0)| is small in comparison with all other parameters.
In the general case, at the moment of the spontaneous creation, the “wall”
has a size comparable with the size of the bubble itself, so that it does not
make sense to talk about the wall and the inside region at the moment
of creation. In the center of the bubble at the moment of its creation,
generally speaking, the field may be very different from ϕ0. Nevertheless,
the picture we have described captures the main features of the bubble
creation process; it works perfectly for a very long time after the bubble
formation.

The qualitative considerations of this section also enable us to establish
the approximate structure of a sphaleron (critical bubble). A sphaleron in
our model is a configuration in (d − 1)-dimensional space, which (after a
slight “push”) can evolve into either the true or the false vacuum. At the
qualitative level, a sphaleron is a bubble of size RS (see Figure 12.3); its
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instability is associated with the fact that slightly smaller bubbles collapse
(so that the system returns to the false vacuum), while slightly larger
bubbles expand unboundedly, and the true vacuum fills the whole space.

12.2 Decay probability: Euclidean bubble
(bounce)

For a quantitative description of the under-barrier process of the creation
of bubbles in the leading semiclassical approximation (Coleman 1977), we
make use of the prescription formulated in Section 11.2. We write the
action in the form

S =
∫

dd−1xdt

[
1
2

(
∂ϕ

dt

)2

− 1
2

(
∂ϕ

∂x

)2

− V (ϕ)

]
(12.4)

and make in it the formal substitution t = −iτ . Up to a factor i, the action
(12.4) becomes the Euclidean action

SE =
∫

dd−1xdt

[
1
2

(
∂ϕ

dτ

)2

+
1
2

(
∂ϕ

∂x

)2

+ V (ϕ)

]
(12.5)

=
∫

dd

[
1
2
(∂µϕ∂µϕ) + V (ϕ)

]
, (12.6)

where we have again combined the coordinates xµ = (τ,x), and the
summation over µ = 0, . . . , d − 1 is performed with the Euclidean metric
diag (1, 1, . . . , 1). As mentioned earlier in Section 11.1, the latter property
is the reason for calling τ Euclidean time.

The field equations, following from the action (12.5) have the form

−∂µ∂µϕ +
∂V

∂ϕ
= 0. (12.7)

Our problem is to find the bounce solution of these equations, which would
tend to the false vacuum ϕ− for τ → ±∞, and would have a “turning
point.” In field theory, a “turning point” means a “moment in time”
(without loss of generality, we may suppose that it is τ = 0) at which

∂ϕ

∂τ
= 0 for all x. (12.8)

Indeed, we interpret x as a continuous index, enumerating variables; thus,
(12.8) is a continuous analogue of the equation (11.16).

The requirement
ϕ(τ,x) → ϕ− as τ → ±∞ (12.9)
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and the requirement (12.8) can be simultaneously satisfied if we consider
smooth spherically symmetric fields ϕ(r), where r =

√
τ2 + x2 =

√
xµxµ,

with asymptotics
ϕ(r → ∞) = ϕ−. (12.10)

Indeed, condition (12.10) ensures that (12.9) is satisfied and

∂τϕ(xµ) =
τ

r

dϕ

dr
(12.11)

is equal to zero everywhere at τ = 0; the point r = 0 is not special in
(12.11), since for smoothness of the field near r = 0, we require

dϕ

dr
(r = 0) = 0. (12.12)

For spherically symmetric fields, equation (12.7) is brought to the form

ϕ′′ +
d − 1

r
ϕ′ =

∂V

∂ϕ
, (12.13)

where the prime denotes the derivative with respect to r.

−V (ϕ)

ϕ−
ϕ0

ϕ

Figure 12.4.

We show that a solution of equation (12.13) with the boundary
conditions (12.10), (12.12) indeed exists. Equation (12.13) is formally
equivalent to the equation of Newtonian mechanics for a particle with
coordinate ϕ, moving in “time” r in the potential [−V (ϕ)] in the presence
of a friction force, proportional to the particle speed, where the friction
coefficient is inversely proportional to “time.” Conditions (12.12) and
(12.10) imply that at the initial time r = 0 the particle is at rest, while at
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the end of the motion (r → ∞) it comes to rest precisely on the hump of the
potential (−V ) (Figure 12.4). The existence of such a solution follows from
the following consideration. Let us consider a particle trajectory starting
at r = 0 with velocity zero, as a function of the initial point. If the initial
point is chosen such that

−V (ϕ(r = 0)) < 0,

then the particle certainly does not roll up to the top of the hump, the
point ϕ− (its “energy” is negative). If the initial point is chosen to be
very close to the second hump ϕ = ϕ0, then the particle will stay near this
hump for a long time, moving with a very small acceleration and velocity.
During this time, it will lose little energy (the velocity is small). Further
movement will take place at large r, when the friction coefficient is small.
Consequently, for such a choice of initial point, the particle will lose very
little energy throughout the whole of its motion and it will roll over the
hump ϕ−. Thus, when the position of the initial point changes, the regime
of not rolling up to ϕ− is replaced by the regime of rolling over it, and,
by continuity considerations, there exists an initial position at which the
particle comes to rest precisely on the hump as r → ∞. The solution in
which we are interested actually exists.

The bounce configuration in d-dimensional Euclidean space–time is very
simple. It represents a spherically symmetric Euclidean bubble, outside
which the field tends rapidly to the false vacuum ϕ− and within which it
differs from ϕ− substantially. In the center of the bubble, the field has value
less than ϕ0, but may be quite close to the true vacuum ϕ0. The leading
semiclassical exponent for the decay probability for the false vacuum is
determined by the Euclidean action of this solution:

Γ ∝ e−SB .

Problem 1. Consider the theory with scalar potential

V (ϕ) = −aϕ2 − bϕ3 + λϕ4 + constant,

where a, b, λ are positive parameters.
a) Find the region of values of the parameters a, b, λ, in which the potential
has the form shown in Figure 12.1.
b) Using the considerations studied at the beginning of Section 7.1, find the
region of values of the parameters a, b, λ, in which property (a) is satisfied
and a weak coupling regime is realized in the true and false vacua.
c) Find the parametric dependence of the size of the Euclidean bubble and
of its Euclidean action on combinations of the parameters a, b, λ. Show that
in the weak coupling regime, the Euclidean action is large (which implies
that the semiclassical approximation is applicable).



256 Decay of a False Vacuum in Scalar Field Theory

Let us now discuss the behavior of the bubble after its creation as a
result of tunneling. As discussed in Section 11.2 the most likely values
of the variables at the moment of emergence from under the barrier are
their values at the turning point of the Euclidean solution. In field theory,
a “turning point” is a (d − 1)-dimensional surface τ = 0 of d-dimensional
Euclidean space. Thus, at the moment of emergence from under the barrier
(the time at which the bubble materializes) the field configuration coincides
with ϕ(x, τ = 0). This is again a localized spherically symmetric (but
now in (d − 1)-dimensional space) configuration with ϕ = ϕ− outside the
bubble and ϕ close to ϕ0 in the center of the bubble. At the moment of
materialization, the velocities are equal to zero (see Section 11.2); in our
case, this means that

∂ϕ

∂t
(x, t = 0) = 0 for all x,

where t = 0 is the moment the bubble materializes.
If the Euclidean (bounce) solution ϕB(r) is known, then the behavior

of the bubble outside a light cone in Minkowski space–time (after its
materialization) can be found, using the fact that its field ϕ(x, t) is the
analytic continuation of the solution ϕB(x, τ) into the purely imaginary
region τ = it (see Section 11.2). Outside the light cone it is easy to find
this analytic continuation: for this, it suffices to replace r =

√
x2 + τ2 by

ρ =
√

x2 − t2 (the expression under the square root is positive outside the
cone). Thus, the field of the bubble in conventional space–time has the
form

ϕ(x, t) = ϕB(
√

x2 − t2).

The surfaces of constant ϕ are the hyperboloids x2 − t2 = constant; they
are shown in Figure 12.5. It is evident that the field deep inside the cone
reaches its true vacuum value, which is also shown in Figure 12.5. From
the point of view of a stationary observer, the size of the bubble wall
(region where the field changes from ϕ− to ϕ0) decreases with time, and
the velocity of the wall approaches the speed of light.

Problem 2. Let us consider a bubble in (3 + 1)-dimensional space–time,
which has expanded to a large size. In this case, the thickness of the bubble
wall is small in comparison with the bubble size; the curvature of the wall
is also small. Assuming that the shape of the wall does not change in its
own reference frame, and neglecting the curvature of the wall, the wall can
be characterized by a single variable x1(t) (if the wall is perpendicular to
the first axis).
a) By calculating the energy–momentum tensor, find the pressure on the
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t

x

ϕ = ϕ0

ϕ = ϕ−

Figure 12.5.

wall and its acceleration in the inertial reference frame, instantaneously
coinciding with the wall.
b) Move to a fixed inertial reference frame and find an equation for x1(t).
Solve this equation. Draw the world line in the plane (x1, t) (the section of
the world surface of the wall by the plane x2 = x3 = 0).

To end this section, let us consider the sphaleron (critical bubble) in
this model. It is an unstable solution of the static field equations and
determines the height of the barrier separating the false and the true vacua.
As mentioned in Section 12.1, the sphaleron must be a bubble in the false
vacuum in (d − 1)-dimensional space.

The static field equation in d-dimensional space–time has the form

−∂i∂iϕ +
∂V

∂ϕ
= 0,

where the index i is spatial and takes values i = 1, . . . , d−1. This equation
coincides with equation (12.7), except that the Euclidean space is now (d−
1)-dimensional rather than d-dimensional. Its solution again has spherical
symmetry, ϕ = ϕ(

√
xixi) and the equation for ϕ coincides with (12.13) with

d replaced by d−1. In other words, the Euclidean bubble (bounce) for (d−
1)-dimensional space–time coincides with the critical bubble (sphaleron)
for d-dimensional space–time. The structure of this solution was discussed
above.

Problem 3. Show that the critical bubble is unstable and that among
all the perturbations about it there exists a negative mode. Hint: use the
existence of zero modes around the critical bubble and their properties under
spatial rotations.

We stress that we found the Euclidean bubble and the sphaleron,
assuming a spherical symmetry of the solutions. This assumption, in fact,
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can be rigorously justified (Coleman et al. 1978).
Thus, in order to find the probability of tunneling (at temperature zero)

we need to find the bounce solution (Euclidean bubble), and the probability
of formation of a bubble of the true vacuum in the false vacuum will be
equal to

Γ = Ae−SB ,

where SB is the Euclidean action of the bounce, and A is the sub-leading
pre-exponential factor. A bubble may be formed at any point of space, thus
Γ is in fact the probability of bubble creation per unit spatial volume per
unit time. In a large volume of space, bubbles will be created at different
points at different times, they will expand, their walls will then collapse,
the false vacuum will “boil.” Ultimately, the energy of the false vacuum
(more precisely, the difference between the energies of the false and true
vacua) will turn into heat.

In complete analogy with Section 11.1, for sufficiently high temperatures
(which are still small in comparison with the energy of a critical bubble in
a false vacuum) bubble creation does not take place by tunneling, but by
thermal jumps, with the formation of a critical bubble. The probability of
such processes per unit volume per unit time is proportional to

Γ ∝ e−FS/T ,

where FS is the free energy of a critical bubble (sphaleron). In a number
of cases, the free energy of a critical bubble coincides with the energy of a
critical bubble in the theory (12.1), but with the scalar potential changed
due to temperature corrections. The methods studied in this section are
thus applicable to the study of critical bubbles at a finite temperature.

Potentials of the type shown in Figure 12.1 are characteristic for systems
with first-order phase transition. Indeed, the theory of phase transitions
(such as those which occurred in the early Universe) makes use of the
solutions discussed in this section.

Problem 4. In the model of Problem 1, find the parametric dependence
of the size of a critical bubble and its energy on a, b and λ in the weak
coupling regime. Give numerical estimates of the order of magnitude, in
the case of parameters typical for the Standard Model (vacuum expectation
value of the scalar field of the order of 250 GeV), assuming, for example,
dimensionless coupling constants of the order of 0.3 (express the size of a
bubble in centimeters). We note that the energy of a critical bubble gives
an idea of the temperature of the phase transition.
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12.3 Thin-wall approximation

It is not possible to find an explicit form of the solution for a Euclidean
bubble or a critical bubble in the general case. However, this can done in
the special case when the difference between the energies of the false and
true vacua is small in comparison with all other parameters of the model
(Coleman 1977). Namely, let us consider a scalar potential of the special
form

V (ϕ) = V0(ϕ) − εV1(ϕ), (12.14)

where V0(ϕ) is symmetric under the transformation ϕ → −ϕ and has
degenerate minima at ϕ = −ϕ0 and ϕ = +ϕ0, and V1(ϕ) is not invariant
with respect to this transformation. We shall assume that V0(±ϕ0) = 0,
V1(−ϕ0) = 0 and V1(+ϕ0) = 1. Let us further suppose that the parameter
ε is small. Then, the homogeneous field ϕ− = −ϕ0 + O(ε) will be a false
vacuum with zero energy, and ϕ = +ϕ0 + O(ε) will be a true vacuum with
energy density (−ε). To be specific, we shall consider four-dimensional
space–time, d = 4.

We shall seek a solution of equation (12.13) for a Euclidean bubble using
a mechanical analogy (Figure 12.4). Since ε is small, the particle must lose
a very small amount of energy when moving from the neighborhood of the
hump ϕ = ϕ0 to the neighborhood of the hump ϕ = ϕ−. Far from the
humps, the particle velocity is in any case finite for arbitrarily small ε,
thus the main movement of the particle must take place at large r, when
the friction force is small. During this motion, the friction force, as well
as the part of the potential proportional to ε, can be neglected, so that
equation (12.13) reduces to

ϕ′′ =
∂V

∂ϕ
.

We are interested in the solution of this equation, which rolls down from
the point +ϕ0 and rolls up to the point −ϕ0. We know this solution: it is
the antikink in the symmetric potential V0. The antikink is characterized
by a single parameter R, its position. Thus, in the region of values of r,
where the bounce ϕB(r) is substantially different from +ϕ0 and −ϕ0, we
have

ϕB(r) = ϕk(R − r).

This solution is shown in Figure 12.6. We note that ϕB(r), for r near R
(wall region), does not depend upon ε. For the force of friction to be indeed
small, R must be large for small ε. The structure of a solution in Euclidean
space corresponds exactly to Figure 12.2.

The parameter R is the only parameter of the solution, which has yet
to be determined. To find it, we note that the Euclidean action must
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ϕ

rR

+ϕ0

ϕ− = −ϕ0

Figure 12.6.

be extremal in the class of configurations satisfying (12.10), (12.12). In
particular, it must be extremal for variations of the parameter R. Let us
calculate the Euclidean action (12.5) as a function of R. For spherically
symmetric configurations

SE = 2π2
∫ ∞

0
r3dr

[
1
2
(ϕ′)2 + V0(ϕ) − εV1(ϕ)

]
(12.15)

(2π2 is the area of a unit three-dimensional sphere). Far from the region of
the kink (wall), the field ϕB does not depend on r; moreover, V0(ϕ) = 0.
The external region of the bubble (r > R, outside the wall) does not
contribute to SE , while the internal region yields the contribution

Sin
E = −π2

2
R4ε

modulo corrections of the order of εR3. The contribution of the wall is
proportional to R3 and to leading order does not depend on ε; to calculate
it, we set r = R in the measure in (12.15) and we neglect εV1. We obtain

Swall
E = 2π2R3µ,

where

µ =
∫ +∞

−∞
dr

[
1
2
(ϕ′

k(r))2 + V0(ϕk(r))
]

.

We note that the form of µ coincides with the energy of a kink in one-
dimensional space; µ does not depend on ε. Thus, to leading order in ε
and R the Euclidean action of the bounce of size R is equal to

SB(R) = 2π2µR3 − π2

2
R4ε.
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The extremum of this expression is attained at

R = RB =
3µ

ε
. (12.16)

For the Euclidean action at the extremum, we finally obtain

SB =
27
2

π2 µ4

ε3 . (12.17)

We note that the size of a Euclidean bubble (12.16) is indeed large for small
ε. The action (12.17) is also large, so that the tunneling process for the
creation of bubbles is strongly suppressed.

We recall, finally, that according to the discussions of Section 12.2, the
bubble wall, after materialization of the bubble, moves along a hyperboloid
x2 − t2 = R2.

Problem 5. Find the size of a Euclidean bubble RB directly from the
equation (12.13), by considering the energy balance for the mechanical
analogy (Figure 12.4).

Problem 6. Find the form of the wall (i.e. ϕB(r) for r near R) and the
value of the parameter µ for the potential

V0(ϕ) =
λ

4
(ϕ2 − v2)2.

Show that the size of a Euclidean bubble and its action are large, not only
in terms of ε−1, but also in terms of λ−1 for small λ. Find the limit of
applicability of the thin-wall approximation (hint: require the size RB to be
much greater than the width of the kink itself).

Problem 7. Find the form, size and static energy of the critical bubble
in the model (12.14) in four-dimensional space–time for small ε.

Problem 8. Show by direct calculation to leading order in ε, that the
static energy of the bounce configuration at τ = 0, i.e. the configuration
ϕB(x, τ = 0), is equal to zero. Use this calculation to give an alternative
derivation of equation (12.16).
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Chapter 13

Instantons and Sphalerons
in Gauge Theories

In Chapters 11 and 12 we saw that solutions of Euclidean equations of
motion are useful for describing tunneling processes in quantum mechanics
and scalar field theory. In this chapter, we consider Euclidean solutions
in gauge theories and give interpretations of these in terms of tunneling
processes. We also discuss unstable static solutions of field equations
in gauge theories (sphalerons), which enable us to find the height of
corresponding barriers.

13.1 Euclidean gauge theories

First and foremost, we need to understand how to make the transition to
Euclidean time in gauge theories. The most naive transition, involving
the substitution t = −iτ , without any modification of the field Aµ is not
appropriate, for the following reason. If the fields Aµ are not modified,
then the components F a0i of the field strength become complex,

F a0i = ∂0A
a
i − ∂iA

a
0 + gfabcAb0A

c
i → i∂τA

a
i − ∂iA

a
0 + gfabcAb0A

c
i . (13.1)

The covariant derivatives D0ϕ of the scalar fields also take on complex
values; the Euclidean action and the field equations will also be complex.
This is clearly unlike what happens in quantum mechanics or scalar field
theory.

Formula (13.1) suggests that at the same time as the substitution t =
−iτ , it is useful to make the substitution Aa0 → iAa0 . Then F a0i will be
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purely imaginary and the Euclidean action of the gauge field will be real:

S =
∫
dd−1xdt

[
1
2
F a0iF

a
0i − 1

4
(F aij)

2
]

→ iSE ,

where
SE =

∫
ddx

1
4
(F aµν)

2, (13.2)

where the Euclidean field strengths are given by the usual expressions,
F aµν = ∂µA

a
ν − ∂νA

a
µ + gfabcAbµA

c
ν , where ∂0 denotes ∂/∂τ , and the

summation over Greek subscripts is carried out with the Euclidean metric.
Analogously, after the substitutions

t → −iτ, Aa0 → iAa0 , Aai → Aai , ϕ → ϕ, (13.3)

the covariant derivative of the scalar field D0ϕ becomes purely imaginary,
and the action of the scalar field becomes real and non-negative,

SE =
∫
ddx

[
(Dµϕ)†Dµϕ+ V (ϕ†, ϕ)

]
, (13.4)

where, once again, Dµϕ is given by the usual expression,

Dµϕ = (∂µ − igT aAaµ)ϕ.

To elucidate the prescription (13.3), let us again consider the theory in
Minkowski space–time and choose the gauge

Aa0 = 0. (13.5)

In this gauge, the action of the gauge field has the canonical form:

S =
∫
ddx

[
1
2
(∂0A

0
i )

2 − 1
4
(F aij)

2
]
, (13.6)

where derivatives with respect to time appear only in the first term in
the integrand. We can then move to Euclidean time via the usual rule,
t → −iτ , without modification of the variables Aai , and obtain

SE =
∫
ddx

[
1
2
(∂τAai )

2 +
1
4
(F aij)

2
]
. (13.7)

The action of the scalar fields in the gauge (13.5) also has a canonical form
and admits the standard transition to Euclidean time. In principle, we
could stop at this point and search for Euclidean solutions in the gauge
(13.5). However, in practice, this is not usually convenient. Thus, it is
useful to restore the gauge invariance of the Euclidean action by introducing



13.2 Instantons in Yang–Mills theory 265

the Euclidean variable Aa0 in (13.7). Thus, we come to the Euclidean
action (13.2), and analogously, (13.4) for scalar fields. We can search for
Euclidean solutions in an arbitrary gauge and then we shall interpret them
by transferring to the gauge (13.5).

Here, we have ignored one thing. The field equations, obtained from the
action (13.6) by varying Aai , do not exhaust all the Yang–Mills equations
DµF

a
µν = 0, written in the gauge (13.5). The missing equation is Gauss’s

constraint
DiF

a
0i = Di(∂0Ai)a = 0 (13.8)

(and the analogous condition in theories involving scalar fields). As
mentioned in Section 4.5, in classical theory Gauss’s constraint can be
viewed as an additional condition on the initial data. In quantum theory
it is imposed upon the permissible states |ψ〉,

(DiF
a
0i)|ψ〉 = 0. (13.9)

At the semiclassical level, condition (13.9) implies that configurations of
fields from which tunneling takes place (i.e. configurations of fields as τ →
−∞) must satisfy Gauss’s constraint. For the solutions under consideration
in this chapter, this property will be automatically satisfied since we shall
solve the full system of Euclidean equations DµFµν = 0, following from the
action (13.2).

Problem 1. Find the field equations following from variation of the
action (13.6) with respect to the variable Ai. Show that these equations,
supplemented by Gauss’s constraint (13.8), are equivalent to a full system
of Yang–Mills equations, written in the gauge (13.5).

Problem 2. The same in the theory with scalar fields.

13.2 Instantons in Yang–Mills theory

In this section we consider classical solutions with a finite Euclidean action
in non-Abelian gauge theories without scalar fields in four-dimensional
Euclidean space, namely instantons and anti-instantons (Belavin et al.
1975). An interpretation of these solutions will be given in the next section.
The scale arguments of section 7.2 do not rule out the existence of these
solutions. At the same time, the scale transformation Aaµ(x) → λAaµ(λx)
leaves the Euclidean action (13.2) invariant, i.e. it transforms one solution
to another. Thus, the solutions must have a free parameter, the size of the
instanton.

We shall find it convenient to use a matrix formulation of the gauge field
Aµ = −igtaAaµ where the ta are generators of the Lie algebra, normalized
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as usual, by the condition Tr tatb = 1
2δ
ab. We shall assume that the gauge

group G is simple. We recall that, in terms of matrix fields, the Euclidean
action has the form

SE = − 1
2g2

∫
Tr(F 2

µν)d
4x

(here and in what follows, the Euclidean metric is understood).
Let us first consider all possible configurations of fields with a finite

action. For these, the field strength Fµν must decrease sufficiently rapidly
as |x| → ∞, where |x| ≡ r = √

xµxµ. This means that the vector potentials
Aµ must tend to a pure gauge as |x| → ∞,

Aµ = ω∂µω
−1 as |x| → ∞, (13.10)

where ω(x) ∈ G is some gauge function. Let us consider a remote sphere
S3 in four-dimensional space. According to (13.10), any configuration with
finite action defines a mapping of this sphere to the group G:

ω : S3 → G.

Moreover, we know that π3(G) = Z, for any simple Lie group G (see
Chapter 8). Consequently, gauge functions divide into disjoint homotopy
classes, enumerated by the integer Q. Configurations of gauge fields with
finite Euclidean action also divide into disjoint homotopy classes according
to their asymptotics (13.10). Here, assignment to a particular class does
not depend on the choice of remote sphere S3 in Euclidean space, and
gauge-equivalent configurations belong to the same homotopy class.

Problem 3. Consider two remote spheres S1 and S2 with radii R1 and
R2. Suppose that between these spheres the field Aµ has the form (13.10).
Show that gauge functions ω(R1, nµ) and ω(R2, nµ) on these spheres belong
to the same homotopy class (nµ is a unit radius vector in four-dimensional
space).

Problem 4. Suppose Aµ(x) has the behavior (13.10), AΩ
µ (x) is a gauge-

transformed field (Ω(x) is a gauge function which is smooth throughout the
four-dimensional space). Show that Aµ(x) and AΩ

µ (x) belong to the same
homotopy class.

Without loss of generality, we may suppose that ω(x) in (13.10) depends
only on angles. Indeed, if ω(r, nµ) depends on r ≡ |x| (nµ is a unit radius
vector in four-dimensional space), then one can construct a gauge function
Ω(r, nµ) = ω(R,nµ)ω−1(r, nµ), where R is the radius of some fixed remote
sphere S3. For all sufficiently large r, the gauge function Ω belongs to
the trivial (zero) homotopy class, which contains the unit element of the
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group G (indeed, Ω(R,nµ) = 1, and as r varies, the function Ω(r, nµ)
varies continuously). Thus, Ω(r, nµ) can be smoothly extended to the whole
space, including the interior of a ball of radius R. Having performed the
gauge transformation Ω(x) on the original vector potential Aµ(x) in the
whole space, we obtain that the transformed vector potential belongs to
the same homotopy class as Aµ(x) and has asymptotics with gauge function
(Ω · ω)(r, nµ) = ω(R,nµ), independent of r.

Thus, we arrive at a topological classification of Euclidean configurations
of a gauge field with a finite Euclidean action. The minimum of the action
over fields with a fixed topological charge Q (i.e. in each topological sector),
if it exists, is a solution of the Yang–Mills equations. Our next task is to
find an explicit form of the solution in the sector with Q = 1, the instanton
(and for Q = −1, the anti-instanton), in the theory with gauge group
SU(2).

It is useful to write down an explicit expression for Q:

Q =
1

24π2

∫
dσµε

µνλρTr (ω∂νω−1 · ω∂λω−1 · ω∂ρω−1), (13.11)

where the integration is carried out over a remote sphere. We recall that the
Greek indices take values 0,1,2,3; the antisymmetric tensor εµνλρ is defined
such that ε0123 = 1. To prove the representation (13.11) in the theory with
gauge group SU(2), we recall that any gauge function ω(nµ) ∈ SU(2) can
be represented in the form

ω(n) = vα(n)σα, (13.12)

where α = 0, 1, 2, 3; σ0 = 1, σi = −iτi and the real functions vα(n) satisfy
the relation

vαvα = 1.

The relation (13.12) is a one-to-one correspondence between the manifold of
the group SU(2) and the sphere S3

SU(2); the topological number Q is in fact
nothing other than the degree of the mapping of the remote sphere S3 to
the group SU(2). One can check directly that (13.11) leads to an expression
for the degree of the mapping of the sphere to the sphere, considered in
Chapter 8.

Problem 5. Write down the expression (13.11) in terms of vα(n). Show
that the expression obtained is indeed the degree of the mapping of the
remote sphere S3 to the sphere S3

SU(2).
In the general case of an arbitrary simple gauge group, the proof of

formula (13.11) is more complicated, and we shall not dwell on it here.
The fact that the integral in (13.11) is a topological characteristic of the
mapping S3 → G is evident from the result of the following problem.
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Problem 6. Show for an arbitrary gauge group that the value of the
integral (13.11) does not change when the function ω(x) changes smoothly
on the sphere S3.

The next step involves the transformation of the surface integral (13.11)
to a volume integral. For this, we recall that (see Problem 8 of Section 4.2)

Tr (FµνF̃µν) = ∂µKµ,

where

F̃µν =
1
2
εµνλρFλρ

is the dual field, and

Kµ = εµνλρTr
(
FνλAρ − 2

3
AνAλAρ

)
. (13.13)

Consequently, the integral of Tr (FµνF̃µν) over the four-dimensional
volume, reduces to the surface integral of Kµ over the remote three-
dimensional sphere. On this sphere, the Fµν vanish more rapidly than
r−2, by virtue of the finiteness of the action; furthermore, Aµ ∼ r−1, and
thus the first term in (13.13) does not contribute to the surface integral.
We obtain, therefore,

Q = − 1
16π2

∫
d4xTr (FµνF̃µν). (13.14)

Then we can use a trick which we have already employed a number of
times (in Sections 7.4 and 9.4). Let us consider the evident relation

−
∫
d4xTr (Fµν − F̃µν)2 ≥ 0, (13.15)

where we have equality only when

Fµν = F̃µν

everywhere in the space. Taking into account the fact that Tr (F̃µνF̃µν) =
Tr (FµνFµν), the inequality (13.15) leads to a lower bound for the Euclidean
action in the sector with fixed Q,

S ≥ 8π2

g2 Q.

This inequality is useful for positive Q; for negative Q one has to use the
fact that Tr (Fµν + F̃µnu)2 ≥ 0, where we have equality if Fµν = −F̃µν .
Repeating the previous argument, for negative Q we have:

S ≥ 8π2

g2 |Q|. (13.16)
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In both cases, the absolute minimum in the sector with given Q is
reached if the following first-order equations are satisfied:

Fµν = F̃µν , Q > 0 (13.17)

Fµν = −F̃µν , Q < 0. (13.18)

Equation (13.17) is known as the self-duality equation, while (13.18) is the
anti-self-duality equation. They are, of course, simpler than the second-
order equation DµFµν = 0, the original Yang–Mills equation. From the
Bianchi identity (see Problem 13 of Chapter 4),

εµνλρDνFλρ = 0,

it follows that any solution of equations (13.17) or (13.18) satisfies the
general Yang–Mills equation; the converse does not hold.

Let us now find the instanton in the SU(2) theory, namely, the solution
of equations (13.17) in the sector with Q = 1. For this we first construct
the asymptotics as r → ∞. This is equal to pure gauge (13.10), where
ω(nµ) must be the first non-trivial mapping of the sphere S3 to SU(2).
In terms of the functions vα, in (13.12), this means that we must have a
mapping S3 → S3

SU(2) of degree one. The simplest choice for this is

vα(nµ) = nα,

such that

ω = nασα.

Hence, the gauge fields as r → ∞ behave like

Aµ(r → ∞) = ω∂µω
−1 = σασ

†
βnα

∂µβ − nµnβ
r

. (13.19)

Further,
σασ

†
β = δαβ + iηαβaτ

a, (13.20)

where the values of the symbols ηαβa are obtained by direct substitution
of the expressions σα = (1,−iτττ), σ†

α = (1, iτττ). The symbols ηαβa are called
(in physics) ’t Hooft symbols. They are antisymmetric in the indices α, β
and their non-zero components are

η0ia = −ηi0a = δia

ηija = εija.

Also, by direct substitution, one can establish that the ’t Hooft symbols
are self-dual in the first indices

1
2
εαβγδ · ηγδa = ηαβa. (13.21)
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Problem 7. Prove the relations (13.20) and (13.21) by direct
substitution.

Substituting (13.20) in (13.19), we have for the asymptotics of the field

Aµ = −iηµαanα
r
τa, r → ∞. (13.22)

Of course, this field belongs to the algebra of the Lie group SU(2).
The asymptotics (13.22) suggests the following Ansatz for the field Aµ

in the whole space,

Aµ = f(r)ω∂µω−1 = −iηµαanα
r
f(r)τa. (13.23)

The field strength for such vector potentials is equal to

Fµν = 2iηµνa
f(1 − f)

r2
τa + i

(
2
f(1 − f)

r2
− f ′

r

)
(nµηναanα − nνηµαanα)τa.

(13.24)

Problem 8. Check the validity of (13.24) by direct calculation.
The self-duality equation can then be solved in explicit form. Since the

first term in (13.24) is self-dual, in order to satisfy the self-duality equation
it is sufficient to satisfy the following equation:

f ′ =
2
r
f(1 − f). (13.25)

Here, we have to require that the function f(r) tends to unity as r → ∞
(then the field (13.23) will have the asymptotics (13.22)) and to zero as
r → 0 (sufficiently rapidly that the field (13.23) is regular at the origin).
A solution of equation (13.25) with these properties has the form

f =
r2

r2 + ρ2 , (13.26)

where ρ is an arbitrary constant of integration. We note that ρ is the size of
the instanton, i.e. the size of the region where Aµ differs significantly from
its asymptotics (13.22). As one might expect, the size of the instanton is
an arbitrary parameter.

Thus, the instanton solution has the form

Ainst
µ = −iηµνaxντa 1

r2 + ρ2 , (13.27)

where we have taken into account that nν = xν/r. The field strength is
given by the first term in (13.24) and is equal to

F inst
µν = 2iηµνaτa

ρ2

(r2 + ρ2)2
.
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Recalling the connection between matrix fields and their real components,
Aµ = −ig τa

2 A
a
µ, we then write for the components

Aa,inst
µ =

2
g

1
r2 + ρ2 ηµνaxν .

We note that the field Fµν decreases as a power law, which should be the
case for a massless field. The action of the instanton, according to (13.16),
is equal to

SI =
8π2

g2 . (13.28)

Problem 9. Check formula (13.28) by direct calculation.

Problem 10. The Yang–Mills action is invariant under the group SO(4)
of spatial rotations and the global group SU(2) of gauge transformations,
which do not depend on the point of space. Under which subgroup of this
group SO(4) × SU(2) is the instanton solution invariant?

To find the anti-instanton, we use the fact that the gauge function

ω−1 = σ†
αnα (13.29)

has topological number Q = −1. Repeating the calculations of this section,
we obtain for the anti-instanton

Aµ = −iη̄µνaxντa 1
r2 + ρ2 , (13.30)

where η̄µνa is the anti-self-dual ’t Hooft symbol,

η̄0ia = −η̄i0a = −δia
η̄ija = εija.

The action for the anti-instanton is also equal to 8π2/g2.

Problem 11. 1) Show that

σ†
ασβ = δαβ + iη̄αβaτ

a. (13.31)

2) Show that

1
2
εαβγδ · η̄γδa = −η̄αβa.

3) Show that

ω−1∂µω = −iη̄µαanα
r
τa.
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4) Show that the topological number of the gauge function (13.29) is equal
to (−1).
5) Show that the field (13.30) satisfies the anti-self-duality equation
(13.18).

13.3 Classical vacua and θ-vacua

Based on the considerations studied in Chapter 11, we can expect that the
instantons in Yang–Mills theory will describe a certain tunneling process
from the ground state. The possibility of a decay interpretation (of the
type met in Section 11.2 and Chapter 12) must be immediately excluded,
since the classical vacuum in theory (the configuration A = 0) has the
least possible classical energy, equal to zero. Thus, the only possible
interpretation is tunneling between degenerate classical vacua (Gribov
1976, Jackiw and Rebbi 1976a, Callan et al. 1976). The instanton solution
itself should suggest to us precisely between which states tunneling takes
place: we saw in Section 11.3 that the initial and final states are determined
by the asymptotics of a Euclidean solution as τ → ∞ and τ → +∞,
respectively, where τ is Euclidean time. Thus, we are interested in the
asymptotics of the instanton as τ → ±∞.

As emphasized in Section 13.1, for the interpretation of instantons, we
have to work in the gauge

A0 = 0. (13.32)

The solution (13.27) does not satisfy this condition, thus, we have to
perform a gauge transformation over it, i.e. to consider

Aµ = ΩAinst
µ Ω−1 + Ω∂µΩ−1 = Ω(Ainst

µ − Ω−1∂µΩ)Ω−1. (13.33)

Here and later in this section, Aµ without the superscript “inst” denotes
the instanton field in the gauge (13.32). From the requirement A0 = 0 we
obtain

Ω−1∂0Ω = Ainst
0 = −ixaτa 1

x2 + x2
0 + ρ2 . (13.34)

This equation determines the gauge function Ω(x0,x) modulo a gauge
function depending only on spatial coordinates. Taking into account the
fact that for the instanton solution F inst

ij → 0 as x0 ≡ τ → ±∞, we can
make use of the residual gauge freedom to set

Ai(x, τ) → 0, τ → −∞. (13.35)

Thus, we shall consider tunneling from the trivial vacuum A = 0.
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We further take into account the fact that the spatial components of the
original solution (13.27) have the form:

Ainst
i =

[
iδia

x0

x2 + x2
0 + ρ2 − iεija

xj
x2 + x2

0 + ρ2

]
τa, (13.36)

and decrease as x0 ≡ τ → −∞. This means that the requirement (13.35)
reduces to the condition

∂iΩ(x, τ → −∞) = 0

so that, without loss of generality, we can set

Ω(x, τ → −∞) = 1. (13.37)

The solution of equation (13.34) with condition (13.37) can then be found
in explicit form:

Ω(x, τ) = e−iτax̂aF (|x|,τ), (13.38)

where x̂a = xa/|x| is a unit radius vector in three-dimensional space, and

F (|x|, τ) =
|x|√|x|2 + ρ2

(
arctan

τ√|x|2 + ρ2
+
π

2

)
.

To find the asymptotics of the instanton solution as τ → ∞ in the gauge
A0 = 0, we use the fact that the original field (13.36) decreases as τ → +∞.
It then follows from (13.33) that

Ai(x, τ → +∞) = Ω1∂iΩ−1
1 , (13.39)

where Ω1 depends only on x and is equal to

Ω1(x) = Ω(x, τ → +∞).

From (13.38) we obtain in explicit form:

Ω1(x) = e−iτax̂aF1(|x|), (13.40)

where

F1(|x|) = π
|x|√|x|2 + ρ2

. (13.41)

We conclude that the instanton describes tunneling between the classical
vacuum A = 0 and the classical vacuum (13.39), which is a pure gauge and
has zero energy.

In order to comprehend this result, we consider all possible classical
vacua of Yang–Mills theory, i.e. pure gauge fields

Ai = Ω̃∂iΩ̃−1, (13.42)
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where, as before, we work in the gauge A0 = 0, and Ω̃(x) depends
only on the spatial coordinates. We are interested in transitions between
different pairs of vacua of the type (13.42). We note first that such
transitions are only possible if the field Ai does not vary at spatial infinity,
otherwise a transition would require an infinite kinetic energy (the integral∫
d3x(∂0A

0
i )

2 would diverge) and an infinite action. In other words,
transitions are only possible between those vacua whose gauge functions
Ω̃(x) are the same at spatial infinity. Without loss of generality, we can set

Ω̃(|x| → ∞) = 1 (13.43)

for all vacua.1

Some of the classical vacua are not separated by a potential barrier at
all. By potential energy in this case, we mean the static energy of a gauge
field (the term in the energy functional not containing derivatives of the
field Ai with respect to time),

Estat = − 1
2g2

∫
d3xTr (FijFij)

(see formula (13.6) and the discussion in Sections 12.1 and 13.1). A barrier
does not exist between a pair of classical vacua if and only if the gauge
function Ω̃ can be continuously deformed from its value in the first vacuum
of the pair to the value in the second vacuum (in such a way that condition
(13.43) is always satisfied). In this case, there exists a path in the space of
classical vacua (i.e. a path with zero potential energy) connecting the two
vacua of the pair.

We further note that since we are considering only functions Ω̃ satisfying
condition (13.43), we are concerned with mappings of the space R3 with
infinity identified to the gauge group G. Since R3 with infinity identified is
homotopic to the sphere S3, these mappings, and the respective classical
vacua, divide into homotopy classes characterized by elements of π3(G) =
Z. From what has been said earlier, it is clear that there is no barrier
between classical vacua if and only if the corresponding gauge functions
Ω̃(x) belong to the same homotopy class; these vacua are said to be
topologically equivalent.2

On the other hand, there exists a barrier between topologically
inequivalent vacua, and transitions between these take place by tunneling.
The instanton describes the transition between the vacuum A = 0 with

1Since π2(G) = 0, this condition can always be satisfied by performing a gauge
transformation which is smooth throughout space and does not depend on time.

2From the point of view of quantum theory, topologically equivalent vacua can be
identified with one another. The operator DiFij is an operator of infinitesimal gauge
transformations, and the condition DiFij |ψ〉 = 0 implies that the wave function |ψ〉 is
the same in all topologically equivalent vacua.
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topological number zero and the vacuum (13.39) with topological number
unity (the topological number of a vacuum and the topological number of a
Euclidean configuration are related, but not identical concepts, and should
not be confused). Indeed, for the topological number of the vacuum (13.42)
one can write down an expression completely analogous to (13.11),

n(Ω̃) =
1

24π2

∫
dx3εijkTr

(
Ω̃∂iΩ̃−1 · Ω̃∂jΩ̃−1 · Ω̃∂kΩ̃−1

)
. (13.44)

By direct substitution, one can show that n(Ω1) = 1, if Ω1(x) is determined
by formulae (13.40) and (13.41).

Problem 12. Show by direct calculation that n(Ω1) = 1.
In fact, explicit calculation of the gauge function Ω(x, τ), its asymptotics

Ω1(x) and topological number n(Ω1) is not necessary. Indeed, let us show
that any configuration with finite action and topological number Q, where
Q is defined in a gauge-invariant way according to (13.14), interpolates in
the gauge A0 = 0 between vacua with topological numbers n, differing by
Q. The fact that the action is finite means that Fµν → 0, as (τ2+x2) → ∞,
i.e. that Aµ is a pure gauge at infinity in space–time. Let us consider the
infinitely remote cylinder in four-dimensional Euclidean space–time, shown
in Figure 13.1. In the gauge A0 = 0, the field Ai does not vary on the
lateral surface of the cylinder (since F0i = 0 on that surface); without loss
of generality, it may be assumed to be zero.

The integral (13.14) then reduces to the difference of the surface integrals
over the bases of the cylinder for τ → +∞ and τ → −∞ (compare with
(13.11)). On the bases

Ai(x, τ → −∞) = Ω0∂iΩ−1
0

Ai(x, τ → +∞) = Ω1∂iΩ−1
1 ,

where Ω0(x) and Ω1(x) are gauge functions characterizing the initial and
final classical vacua. These integrals over the bases of the cylinder represent
topological numbers of the vacua Ω0 and Ω1, so that

Q = n(Ω1) − n(Ω0), (13.45)

as required.
Thus, the situation in non-Abelian four-dimensional gauge theories is

analogous to the quantum-mechanical model with a periodic potential,
considered in Section 11.3. Up to topologically trivial gauge trans-
formations, there exists a discrete set of classical ground states, enumerated
by the integer n. The field Ai (in the gauge A0 = 0) in each of these vacua
is a pure gauge, Ai(x) = Ωn(x)∂iΩ−1

n (x), where the topological number
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Figure 13.1.

of the vacuum Ωn is equal to n. Tunneling between neighboring states is
described by an instanton (if n is increased by one) and by an anti-instanton
(if n is decreased).

This analogy can be developed further. Let us introduce into the
quantum theory the gauge transformation operator with topological
number 1, T = T (Ω1), which acts such that T−1AiT = Ω1AiΩ−1

1 +
Ω1∂iΩ−1

1 . This operator commutes with the Hamiltonian (we assume that
the gauge invariance under time-independent transformations is preserved
in the quantum theory in the gauge A0 = 0; this assumption is valid in
non-anomalous gauge theories). Thus, it is simultaneously diagonalizable
with the Hamiltonian

T |Ψθ〉 = eiθ|Ψθ〉. (13.46)

In particular, from the states |n〉, with wave functions confined near the
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classical n-vacua, we construct states3

|θ〉 =
+∞∑

n=−∞
e−inθ|n〉 (13.47)

which satisfy (13.46). Physical states obtained by the action of (localized)
gauge-invariant operators on the θ-vacuum (13.47), have the same value
of θ; if |Ψθ〉 = Ô|θ〉, where Ô is a gauge-invariant operator, then equation
(13.46) is satisfied for |Ψθ〉. Thus, the parameter θ is an integral of motion;
it does not change in the process of evolution under the action of any gauge-
invariant Hamiltonian. In other words, the parameter θ is yet another
“universal constant,” in addition to the coupling constant g.

We see that the presence of a complex vacuum structure and of
instanton effects in four-dimensional non-Abelian gauge theories leads to
the occurrence of an additional coupling constant θ. The dependence
of physical quantities on θ is determined by the tunneling amplitude:
matrix elements of gauge-invariant operators in the θ-vacuum contain
contributions of the type eiθ〈n + 1|Ô|n〉, which are proportional to the
overlap of the states |n〉 and |n+ 1〉, i.e. to the quantity

e−Sinst = e−8π2/g2

(at least when g is small). These considerations hold true not only in
pure Yang–Mills theory, but also in more complex gauge theories4 (with
additional matter fields, the Higgs mechanism, etc.).

The emergence of the parameter θ is very significant in quantum
chromodynamics, where CP is broken at θ �= 0 (’t Hooft 1976a,b). This
contradicts experiments searching for the electric dipole moment of the
neutron, if θ > 10−9. One solution of this “strong CP -problem” is to add
new fields, and this leads to the prediction of a new particle, the axion
(Peccei and Quinn 1977, Weinberg 1978, Wilczek 1978).

We note that the instanton can be given a slightly different interpretation
(Manton 1983), which, in fact, is equivalent to the above. From the
point of view of gauge-invariant quantities, topologically distinct classical
vacua are equivalent, since they differ only by a gauge transformation.
Let us identify these vacua. Then the situation becomes analogous to the
quantum-mechanical model of the pendulum. Namely, in the gauge A0 = 0,
let us consider the configuration space, the set of all static configurations

3As already mentioned, physical states, including |n〉, are invariant under
topologically trivial gauge transformations. Thus, the specific choice of Ω1(x) is not
significant.

4The dependence on θ disappears in gauge theories with massless fermions, and also
in the Standard Model of electroweak interactions, because of the specific properties of
fermions in fields of instanton-like configurations; see Appendix.
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Ai(x) with finite static energy, where gauge-equivalent configurations are
identified. In this set there is a single ground state, the classical vacuum.
Let us now consider possible paths in this set, Ai(x, τ), beginning and
ending at the classical vacuum. Then τ is a parameter along a path; we
shall suppose that it varies from 0 to 1. For each of these paths, we can
define the quantity

Q = − 1
8π2

∫ 1

0
dτ

∫
d3xεijkTr (∂τAiFij).

This quantity does not depend on the choice of parametrization of the
path (i.e. it is invariant under the substitution τ → τ ′(τ)) and coincides
with (13.14), if formally we set F0i = ∂0Ai. As in the previous section,
we find that Q takes integer values for paths beginning and ending in the
vacuum; paths with different Q cannot be continuously deformed into one
another. Thus, in configuration space there exist non-contractible closed
paths, analogous to a full rotation of a physical pendulum. The static
energy along paths with Q �= 0 takes non-zero values (since everywhere on
the path Fij �= 0), i.e. evolution along such paths is possible at zero energy
only via tunneling. This tunneling process is described by the instanton.
The parameter θ is introduced analogously to in the model of a physical
pendulum, by a change in the Lagrangian, namely by the addition to the
original action (in Minkowski space) of a term

− θ

16π2

∫
Tr (FµνF̃µν)d4x

(compare with (11.36)). This term is a total derivative, and does not affect
the classical field equations. At the same time, it is non-zero for instantons,
on which it takes a purely imaginary value, and leads, as in the case of the
pendulum, to a dependence of the physical quantities (for example, vacuum
expectation values of gauge-invariant operators) on θ.

Finally, we stress that in four-dimensional space–time, everything that
was said in the previous sections goes over (with minor modifications)
to theories with an arbitrary non-Abelian simple gauge group. The
generalization to semi-simple gauge groups is also not complicated:
instantons exist independently for each simple subgroup. At the same
time, in Abelian four-dimensional theories, there are no instantons, there is
no vacuum structure associated with the latter and there is no additional
parameter θ.

To end this section, we shall briefly discuss the topological classification
of classical vacua in the Abelian Higgs model in two-dimensional space–
time. Classical vacua in the gauge A0 = 0 are static pure gauge con-
figurations

A1(x1) =
1
e
∂1α(x1) (13.48)
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ϕ(x1) = eiα(x1) · v. (13.49)

The analogue of equation (13.43) is the requirement

eiα(x1) = 1 x1 → ±∞. (13.50)

Without loss of generality, we can set

α(x1 → −∞) = 0,

then the admissible values of the gauge function as x1 → +∞ are equal to

α(x1 → +∞) = 2πn, n = 0,±1,±2, . . . . (13.51)

The integer n characterizes different vacua; it is analogous to the vacuum
topological number (13.44). Indeed, under condition (13.50), the space can
be interpreted as a circle of large length. The gauge function eiα(x1) maps
this circle S1

R to the group U(1), which is also a circle S1
U(1). The degree

of the mapping S1
R → S1

U(1) is given by the integer n, which appears in
(13.51). We note that for pure gauge fields, the topological number of the
vacuum can be written in the form

n =
i

2π

∫
Ω̃∂1Ω̃−1dx−1 =

1
2π

∫
A1dx

1,

where Ω̃ = eiα(x1) is the gauge function of the vacuum configuration.
The gauge fields A1(x0, x1), interpolating between topologically distinct

vacua, for x0 → ±∞ tend to vacuum configurations of the type of (13.48)
with gauge functions with different topological numbers (as before, we work
in the gauge A0 = 0). Such configurations A1(x0, x1) can be characterized
by the quantity

q =
e

4π

∫
εµνFµνd

2x,

which is analogous to the topological number (13.14) of four-dimensional
configurations. In the gauge A0 = 0 we have, after integration over time,

q =
e

2π

[∫ +∞

−∞
A1dx

1
]x0=+∞

x0=−∞
= n(Ω̃1) − n(Ω̃0),

where Ω̃0 and Ω̃1 are gauge functions of the initial and final vacua. This
formula is completely analogous to (13.45).

To describe tunneling between neighboring classical vacua, we need to
find a solution of the Euclidean field equations with q = 1. In fact,
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we already know this solution, it is the Abrikosov–Nielsen–Olesen vortex,
which is interpreted as an instanton in Euclidean two-dimensional space–
time.

Thus, the Abelian Higgs model in two-dimensional space–time has the
same structure of the gauge vacua as four-dimensional non-Abelian gauge
theories. In this model, the vortex solution serves as the instanton.

13.4 Sphalerons in four-dimensional models
with the Higgs mechanism

Let us now consider the question of the height of the barrier separating
classical topologically distinct vacua. As mentioned in Sections 11.2 and
11.3, a key role here is played by the sphaleron, a static unstable solution of
the classical equations of motion. Namely, in systems with a finite number
of variables, considered in Chapter 11, the barrier height is equal to the
value of the potential at the saddle point (sphaleron). In field theory, we
are interested in the saddle point of the static energy functional.

In four-dimensional Yang–Mills theory without the Higgs mechanism,
the static energy has the form

Estat = − 1
2g2

∫
d3xTr (F 2

ij).

The scale argument of Section 7.2 shows that the functional Estat does
not have extremal configurations. Indeed, under the scale transformations
Ai(x) → λAi(λx), we have Estat → λEstat, which implies that there are no
extrema. In other words, configurations of large size may have arbitrarily
small energy (if the Ai(x) are concentrated in a region with size of the
order of unity, then Ai(λx) are concentrated in a region with size of the
order of 1/λ). The energy along a path connecting topologically distinct
vacua can be arbitrarily small.

To clarify why this property does not lead to a large probability of
tunneling, let us consider the set of configurations of the form

Ai(x, t) = β(t)Ω1∂iΩ−1
1 , A0 = 0, (13.52)

where Ω1 is a gauge function of the type of (13.40), (13.41). The important
thing for us is that Ω1(x) is non-trivial and that Ω1 = Ω1(x/ρ), where ρ is
an arbitrary scale. For β = 0 and β = 1, configurations of the type (13.52)
are classical vacua with n = 0 and n = 1, respectively. For configurations
of the form (13.52) we have

Fij = β(1 − β)[Ω∂iΩ−1,Ω∂jΩ−1],
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and the static energy is equal to

Estat = [β(1 − β)]2
∫

− 1
2g2 Tr ([Ω∂iΩ−1,Ω∂jΩ−1])2d3x.

Making the change of variables x = ρy, we obtain

Estat =
1
g2ρ

[β(1 − β)]2C1,

where C1 does not depend on ρ. Analogously, the kinetic energy,

Ek = − 1
g2

∫
d3xTr (∂0Ai)2

for configurations (13.52), has the form

Ek =
ρ

2g2C2β̇
2,

where C2 is also independent of ρ. Thus, if we restrict ourselves to fields of
the form (13.52), then we obtain a mechanical system with a single variable
β(t) and action (in conventional time):

Sβ =
∫
dt(Ek −Estat) =

∫
dt

{
ρ

2g2C2β̇
2 − C1

g2ρ
[β(β − 1)]2

}
. (13.53)

We note that the potential in this system is proportional to 1/ρ, so that the
barrier between states β = 0 and β = 1 is small for large ρ. At the same
time, the effective mass (coefficient in front of β̇2 in (13.53)) is proportional
to ρ. As a result, the tunneling exponent does not depend on ρ:

∫ 1

0

√
2MV dβ =

∫ 1

0

√
ρ

g2C2 · C1

g2ρ
[β(β − 1)]2dβ

=
1
g2

√
C1C2

∫ 1

0
β(β − 1)dβ.

The example of configurations of the form (13.52) shows that the tunneling
exponent is finite, despite the fact that the potential barrier is arbitrarily
low, and that this property is associated with a growth of the kinetic term
as the spatial size of the configuration increases.

The fact that the potential barrier between topologically distinct vacua
is arbitrarily low in the four-dimensional Yang–Mills theories is directly
associated with the masslessness of the vector fields. In theories with the
Higgs mechanism, configurations of gauge fields with large size have large
energy and the barrier is of finite height. In these models, the sphaleron
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must exist (Manton 1983, Klinkhamer and Manton 1984). Our next task
is to determine the structure of the sphaleron and to estimate the barrier
height in a theory with gauge group SU(2) and a Higgs field doublet:

φ =
(
φ1

φ2

)
.

This model could be viewed as the limiting case of the Standard Model,
when the gauge constant g′ of the group U(1) is equal to zero, i.e. sin θW =
0. This model was discussed in Section 6.2; we recall that modulo global
transformations, the following are satisfied in the trivial vacuum:

Aµ = 0 (13.54)

φvac =
1√
2

(
0
φ0

)
,

where, in the notation of Section 6.2,

φ0 =
µ√
λ
.

Small perturbations about this vacuum have masses

mV =
gφ0

2
mχ =

√
2λφ0.

It will be convenient for us to choose the origin for the energy such that in
classical vacua E = 0; then the Euclidean action in the model is written in
the form

SE =
∫
d4x

[
− 1

2g2 TrF 2
µν + (Dµφ)†Dµφ+ λ

(
φ†φ− 1

2
φ2

0

)2
]
,

and the static energy is equal to

Estat =
∫
d3x

[
− 1

2g2 TrF 2
ij + (Diφ)†Diφ+ λ

(
φ†φ− 1

2
φ2

0

)2
]
. (13.55)

In the gauge A0 = 0 the classical vacua are gauge-transformed fields (13.54)

Ai(x) = Ω̃∂iΩ̃−1

φ(x) = Ω̃φvac.

As in the previous section, they are determined by the gauge function Ω̃(x)
and are characterized by the topological number n.
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To guess the structure of the sphaleron solution, let us consider, first,
Euclidean configurations with

Q = − 1
16π2

∫
d4xTr (FµνF̃µν) = 1.

In the gauge A0 = 0, these interpolate between neighboring classical vacua
with topological numbers n(Ω̃) differing by one. It will be convenient for
us to leave the gauge A0 = 0 and again consider the fields Aµ(x) with
asymptotics

Aµ(x) → ω∂µω
−1, x2 ≡ r2 → ∞

in four-dimensional Euclidean space, where ω(x) = σαnα (in the notation
of Section 13.2). The configurations of the Higgs field of interest must have
a finite Euclidean action, therefore asymptotically,

φ(x) → ω(x)φvac

(in this case only, the covariant derivative Dµφ and the scalar potential are
equal to zero on the infinitely remote sphere S3 in four-dimensional space).
If we then consider configurations of the form

Aµ(x) = f(r)ω∂µω−1

φ(x) = h(r)ωφvac, (13.56)

where f and h depend only on r =
√
x2 =

√
x2 + τ2 and satisfy the evident

conditions f(∞) = h(∞) = 1, f(0) = h(0) = 0, then one can show that
they have the following properties:

• they have SO(4) symmetry under rotations of four-dimensional space,
supplemented by global transformations from the full global group of
the theory;

• under inversion of Euclidean time τ → −τ , configurations with Q = 1
transform into configurations with Q = −1, and the same functions
f and g.

Problem 13. Verify these two properties. Hint: use the result of
Problem 10 and the additional global SO(3) symmetry, considered in
Problem 6 of Section 6.2.

The second of the above properties implies that at time τ = 0 the
field configuration is half-way between neighboring vacua (after it is
transformed to the gauge A0 = 0). Thus, we can hope that modulo a gauge
transformation, the sphaleron will be a configuration of type (13.56) taken
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at τ = 0. Of course, only the spatial components of the vector potential
Ai(x, τ = 0) are important as far as we are concerned. Since the energy is
invariant under a gauge transformation taking the configuration (13.56) to
the gauge A0 = 0, there is no need to perform this gauge transformation
in order to find the barrier height. Thus, we may expect that modulo a
gauge transformation, the sphaleron configuration will have the following
structure:

Ai(x) = f(|x|)ω0∂iω
−1
0

φ(x) = h(|x|)ω0φ
vac,

where ω0(x) = ω(x, τ = 0) = −iτax̂a, and, as before, we have denoted
x̂a = xa/|x|. In explicit form,

Ai(x) = −iεijax̂jτa f(|x|)
|x|

φ(|x|) = φ0h(|x|)(−iτax̂a)
(

0
1

)
, (13.57)

where f and g satisfy the conditions

f(∞) = h(∞) = 1
f(0) = h(0) = 0.

Since any configuration of this structure lies (modulo a gauge
transformation) half-way between two neighboring vacua, in order to obtain
the sphaleron solution, we need to find the minimum of the static energy
among configurations of the form (13.57): at this minimum the barrier
height will be minimal, whereas the negative mode must fall outside the
class of configurations (13.57), i.e. have a different spatial and group
structure.

Problem 14. Show that the Ansatz (13.57) passes through the field
equations, i.e. the static field equations reduce to two ordinary differential
equations for the functions f(|x|) and h(|x|). Show that these equations
can be obtained by finding the extrema of the energy functional (13.55) in
the class of configurations of the form (13.57). We note that this property
is a consequence of the SO(4) symmetry of the field (13.56) (which, on the
surface τ = 0, leads to SO(3) symmetry of the field (13.57)).

These arguments suggesting the possibility of searching for the sphaleron
in the form (13.57) are by no means rigorous. A solution of the field
equations with the Ansatz (13.57) is relatively easily found numerically.5

5This solution was found by Dashen et al. (1974), and also independently by Soni
(1980) and Boguta (1983). Its interpretation as a sphaleron was given by Manton (1983)
and Klinkhamer and Manton (1984).
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Analysis of the actual number of negative modes around this solution is a
very much more complicated problem. It has been shown, using numerical
calculation (Yaffe 1989), that among the fluctuations around a solution of
the form (13.57) there is indeed exactly one negative mode for mχ < 12mV ;
when the model parameters are related in this way, the sphaleron indeed
has the form (13.57). Otherwise, the sphaleron does not have the form
(13.57). We note that in the electroweak theory the region mχ < 12mV

covers all the physically interesting region of the Higgs boson masses.
The dimensional estimation of the static energy of the sphaleron repeats

the estimation of the mass of the magnetic monopole, given in Section 9.1,
word for word. Traditionally, the sphaleron energy is written in the form

Esph =
2mV

αV
B

(
mχ

mV

)
, (13.58)

where αV = g2/4π, and the function B varies within the range 1.56–2.27
as mχ ranges from small to large values (this is the result of numerical
analysis (Klinkhamer and Manton 1984)).

Problem 15. Estimate the sphaleron energy by the variational
method, choosing for f(|x|) the function corresponding to the instanton
configuration,

f =
x2

x2 + ρ2 ,

and taking for h(|x|) the function

h =
|x|√

x2 + ρ2
.

Take ρ2 as a variable parameter.
As has already been stressed on a number of occasions, sphalerons are

useful for describing processes of transition between topologically distinct
vacua at finite temperatures. We shall discuss this point in Section 17.4,
but here, we merely indicate that such processes are of considerable interest
for cosmology.

To conclude this section, we note that the scale argument of Section 7.2
prohibits the existence of instantons in four-dimensional theories with
the Higgs mechanism. This does not mean that there is no tunneling
between topologically distinct vacua in these theories; however, its analysis
requires special methods (’t Hooft 1976b, Affleck 1981) which are briefly
discussed in the Appendix. In Yang–Mills–Higgs theories the lower bound
(13.16) is a strict inequality, so that in any case in theories with a small
coupling constant, the probability of tunneling processes of instanton type
is exponentially small, Γ � exp(−16π2/g2).
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Supplementary Problems
for Part II

Problem 1. Non-topological solitons.1

Let us consider the theory of two real scalar fields ϕa in (1 + 1)-
dimensional space–time. We choose the Lagrangian in the form

L =
1
2

∑
a

∂µϕa∂µϕa − V0(ϕ) − V1(ϕ),

where

V0(ϕ) =
λ

4

(∑
a

ϕaϕa − v2

)2

V1(ϕ) = −εϕ1.

We note that for ε = 0 the Lagrangian is invariant under global O(2)
symmetry. The term V1(ϕ) in the potential breaks this symmetry explicitly.

1. Find the dimensions of the constants λ, v and ε.

2. Find the ground state and the spectrum of small perturbations about
it for small ε.

3. Prove that for sufficiently small ε there exists a soliton, a static local
minimum of the energy functional which is a solution of the field
equations and has finite energy.

4. Show that this soliton can be deformed to the ground state, in such
a way that all intermediate field configurations have finite energy.
Thus, the soliton is not of a topological nature.

5. Estimate the height of the energy barrier between the soliton and the
ground state for small ε.

1In four-dimensional space–time these solutions describe domain walls. Walls with
this structure arise in certain models with axions and are of cosmological interest
(Vilenkin and Everett 1982, Kibble et al. 1982).
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Problem 2. Potential of the interaction of vortices.
Consider an Abelian Higgs model in (2+1)-dimensional space–time and

choose mH � mV (mH and mV are the masses of the Higgs and the vector
boson, respectively).

1. Find the interaction energy of two vortices separated by distance r
in the following cases:

(a) r � m−1
V , large distances;

(b) m−1
V � r � m−1

H , small distances; in this case we limit ourselves
to logarithmic accuracy, i.e. we suppose that

| ln(rmV )| � 1, | ln(rmH)| � 1.

2. The same for the vortex and the anti-vortex.

Problem 3. Multi-instanton solutions (’t Hooft 1976c, Jackiw et al.
1977).

Consider the Yang–Mills theory in Euclidean four-dimensional space–
time. Choose the following Ansatz,

Aa
µ = −1

g
η̄µνa∂ν(ln φ),

where φ(xµ) is a real function.

1. Show that the self-duality equations Fµν = F̃µν reduce to the four-
dimensional Laplace equation

∂µ∂µφ = 0

at all points where φ �= 0.

2. Show that singularities in the function φ of type 1/x2 lead to pure
gauge singularities in the vector potential Aa

µ, i.e. to singularities
which can be removed by a singular gauge transformation.

3. Find n-instanton solutions of the given structure. Show by explicit
computation that for these,∫

FµνF̃µνd4x ∝ n.

4. Find in explicit form the gauge transformations taking the solution
obtained in point 3 with n = 1 to the standard form, given in the
main text.



Supplementary Problems for Part II 289

Problem 4. Sphaleron in the Abelian Higgs model (Bochkarev and
Shaposhnikov 1987, Grigoriev and Rubakov 1988).

Find the sphaleron in the Abelian Higgs model in (1 + 1)-dimensional
space–time.

Problem 5. SU(2) sigma model in (3 + 1)-dimensional space–time
(Skyrme 1961).

Suppose the field U(x) is a 2 × 2 matrix from the group SU(2) at each
point of space–time (equivalently, the field may be considered as taking
values in the three-dimensional sphere of unit radius – we recall that the
SU(2) group manifold is S3; in this sense the model is analogous to n-
field models). We require the Lagrangian to be invariant under global
transformations from the group SU(2)×SU(2); where the first SU(2) will
be denoted by SU(2)L and the second by SU(2)R. The transformation
rule is chosen in the form

left : U(x) → U ′(x) = ωLU(x), ωL ∈ SU(2)L

right : U(x) → U ′(x) = U(x)ωR, ωR ∈ SU(2)R.

1. Show that the monomials

L2 = Tr (∂µU†∂µU),
L4 = Tr ([U†∂µU, U†∂νU ][U†∂µU, U†∂νU ])

are invariant under SU(2)L ×SU(2)R. Here, as usual, [, ] denotes the
matrix commutator.

2. Consider the Lagrangian

L =
F 2

2
L2 +

g2

16
L4.

Find the dimensions of the constants F and g. Show that L contains
at most two derivatives of the field U with respect to time. Find the
energy functional and show that the energy is non-negative.

3. Show that for the ground state, one can choose U(x) = 1. By
considering small perturbations about the ground state, find their
spectrum.

4. Consider static configurations U(x) with finite energy. Show that
they divide into topological sectors, characterized by an integer
topological number n. Thus, in the model, the existence of topological
solitons is possible.

5. Show that for g2 = 0 there are no static solitons.
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6. Let us consider configurations of the form

U(x) = eiτanaf(r),

na = xa/r.

In what sense are they spherically symmetric? Find values of f(0)
and f(∞) for which U(x) are non-singular, and the static energy is
finite. Find the connection between f(0), f(∞) and the topological
number n.

7. Estimate the mass and size of a soliton for g2 > 0.

Problem 6. Scattering in the field of a vortex (Alford and Wilczek 1989).
Let us consider a vortex, a static soliton in an Abelian Higgs model in
(2 + 1)-dimensional space–time. Let us denote the configuration of the
vortex by Ac

µ(x), φc(x). We add another complex scalar field to the model,
namely the scalar field ξ with charge q and Lagrangian

L = (Dµξ)∗(Dµξ) − m2
ξξ

∗ξ,

where

Dµξ = ∂µξ − ieqAµξ.

We shall consider the fields Ac
µ, φc as background.

1. Write down the equation for the field ξ in the external field of
the vortex. Find the decomposition of its solutions in terms of
the eigenfunctions of the energy E and the angular momentum
L = −i ∂

∂θ , where θ is the polar angle in the plane (x1, x2). Find
the corresponding radial equations and their solutions far from the
center of the vortex for low energies E � mV , mH ,mξ.

2. In the unitary gauge, where φc(x) is real, the field ξ(x, t) far from the
vortex can be interpreted (at least for low energies) as a wave function
of some particle. Find the scattering cross section for this particle off
the vortex at a fixed angle θ for low energies and for arbitrary q.

Problem 7. Klein–Gordon equation in a monopole field. Let Aa
i (x),

φa(x) be the classical monopole field in the SU(2) model, considered in
the main text. Let us introduce into the theory yet another scalar field
ξ(x), a doublet under the gauge group SU(2), with Lagrangian

Lξ = (Dµξ)†(Dµξ) − m2ξ†ξ,

where Dµξ = (∂µ − ig τa

2 Aa
µ)ξ, and g is the gauge coupling constant.
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1. Considering the monopole field as background, write down the
equation for the field ξ (schematically this equation can be written in
the form Kξ = 0; determine the operator K). Using the fact that the
monopole field is invariant under spatial rotations supplemented by
gauge transformations, find the analogue of the angular momentum
operator (i.e. a generalization of L = [r × p], p = −i ∂

∂x ), which
commutes with the operator K. Find an explicit form for the lowest
“monopole harmonics,” i.e. the eigenfunctions of the analogue of the
angular momentum with the lowest eigenvalue.

2. By considering solutions for fields ξ with a fixed energy ξ =
e−iEx0

ξE(x), write down a system of radial equations for the lowest
monopole harmonics. Find the solution of this system for E �
mV , mH (mV and mH are the mass of the vector and the Higgs
field, respectively) far from the monopole core, r � m−1

V , m−1
H .

Problem 8. Euclidean bubble in ϕ4 model (Fubini 1976, Lipatov 1977).
Let us consider a model with one scalar field in (3 + 1)-dimensional space–
time with Lagrangian

L =
1
2
∂µϕ∂µϕ +

λ

4
ϕ4.

The scalar potential V (ϕ) = −λ
4 ϕ4 is unbounded from below, thus the

model has no ground state. Loosely speaking, the ground state corresponds
to the field ϕ = ∞. Nevertheless, one can ask the following questions.

1. Is the state ϕ = 0 stable under small perturbations with finite energy?

2. If it is, find in explicit form the Euclidean bubble corresponding to
the decay of the state ϕ = 0 by tunneling. Assuming that λ � 1,
find the semiclassical exponent for the decay probability.

Problem 9. The solution in the n-field model considered in Section 7.4
can be viewed as an instanton in two-dimensional Euclidean space–time.

1. Give an interpretation of this solution in terms of the tunneling
process which takes place in n-field theory in two-dimensional
Minkowski space–time, whose action is of the form

S =
∫

d2x
1

2g2 (∂µϕa∂µϕa),

µ = 0, 1; a = 1, 2, 3;
3∑

a=1

ϕaϕa = 1.
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2. Let us modify this model by adding to the action a term

∆S = −
∫

d2xλ(ϕ3 − 1)2,

where λ is a real parameter. Find the classical vacuum and sphaleron
in the model with action (S + ∆S) (Mottola and Wipf 1989).
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Chapter 14

Fermions in Background
Fields

14.1 Free Dirac equation

Free particles with spin 1/2, fermions, in four-dimensional space–time are
described by wave functions with four components, ψα(x0,x), α = 1, 2, 3, 4.
It is convenient to represent these in the form of columns with four
components:

ψ =



ψ1
ψ2
ψ3
ψ4


 .

In the absence of background fields, the wave functions of fermions with
mass m satisfy the Dirac equation

iγµ∂µψ −mψ = 0, (14.1)

where the γµ are 4 × 4 Dirac matrices. The relativistic relation p2 = m2

will hold if the Dirac matrices satisfy the equation

{γµ, γν} = 2ηµν , (14.2)

where the parentheses denote the anticommutator, and ηµν is the
Minkowski metric tensor. Indeed, acting on equation (14.1) by the operator
(−iγµ∂µ −m) we obtain, taking into account (14.2), that each component
of the wave function satisfies the Klein–Gordon equation

(∂µ∂µ +m2)ψ = 0,

295
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or, in the momentum representation, (p2 −m2)ψ̃(p) = 0.
Equation (14.2) implies, in particular, that (γ0)2 = 1. Multiplying

equation (14.1) by γ0 and introducing the notation β = γ0, αi = γ0γi, we
obtain the Dirac equation in a form analogous to the Schrödinger equation,

i
∂ψ

∂x0 =
[
αi
(

−i ∂
∂xi

)
+mβ

]
ψ. (14.3)

Precisely in this form, the Dirac equation is used, as a rule, in quantum
mechanics.

Equation (14.2) is the defining equation for Dirac matrices. In
particular, the dimension of the Dirac column (four) is determined by the
fact that the minimum size of matrices satisfying this equation is 4 × 4.
This assertion is proved in textbooks on quantum mechanics and quantum
field theory and we shall not dwell on the proof here. The specific choice
of the Dirac matrices is determined by considerations of convenience. We
shall, as a rule, use the representation

γµ =
(

0 σµ

σ̃µ 0

)
, (14.4)

where 0 is the 2 × 2 zero matrix, σµ are 2 × 2 matrices, where

σ0 = σ̃0 = 1,

the σi are the Pauli matrices, and

σ̃i = −σi.
Any other representation of the Dirac matrices is obtained from this by a
unitary transformation, γµ → UγµU−1, where U is a unitary matrix of size
A×A.

Problem 1. Show that the matrices (14.4) indeed satisfy equation (14.2).
In this representation of γ-matrices, the matrices αi and β have the form

β ≡ γ0 =
(
0 1
1 0

)
, αi ≡ γ0γi =

(−σi 0
0 σi

)
. (14.5)

It is convenient to introduce yet another matrix γ5, which anticommutes
with all γµ,

γ5 = −iγ0γ1γ2γ3.

In the representation (14.4), it is equal to

γ5 =
(
1 0
0 −1

)
, (14.6)
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where the blocks are 2 × 2 matrices. It is this simple form of the matrix
γ5 that determined our choice (14.4). Finally, it is useful to define the
matrices

σµν =
i

2
[γµ, γν ].

In the representation (14.4) they have the form

σµν =
(
τ̃µν 0
0 τµν

)
, (14.7)

where

τ0i = −τ i0 = iσi

τ̃0i = −τ̃ i0 = −iσi
τ ij = τ̃ ij = εijkσk.

The matrices

si =
1
4
εijkσjk

are spin operators. Indeed, the full three-dimensional angular momentum
operators

Li = −iεijkxj∂k + si

commute with the Dirac Hamiltonian

HD = −iαi ∂
∂xi

+ βm (14.8)

entering (14.3). In the representation (14.4) we have

si =
( 1

2σ
i 0

0 1
2σ

i

)
. (14.9)

Problem 2. Check formulae (14.6), (14.7) and (14.9).

Problem 3. Show that, in any representation of the Dirac matrices, the
relations [Li,HD] = 0 and [Li, Lj ] = iεijkLk hold, so that Li indeed satisfy
the commutation relations for conserved angular momentum.

The Dirac Hamiltonian in equation (14.3) is invariant under spatial
reflection, supplemented by unitary transformation of the wave function
ψ. Indeed, if ψ(x, x0) satisfies equation (14.3) (or, what amounts to the
same thing, the Dirac equation (14.1)) then the function

ψP (x, x0) = Pψ(−x, x0) (14.10)
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will satisfy the same equation, if

P−1βP = β

P−1αiP = −αi.
Here, P is a unitary matrix. From the definition of the matrices β and
αi and the anticommutation relation (14.2), it is clear that for P , one can
take the matrix

P = γ0 (14.11)

(we note that γ0 is unitary). Thus, if we know one solution of the Dirac
equation, then out of it we can construct another solution using formula
(14.10).

Let us now discuss yet another property of the Dirac equation, namely
its invariance under C-conjugation. If ψ satisfies the Dirac equation, then
the complex conjugate column satisfies the equation

(−iγµ∗∂µ −m)ψ∗ = 0.

Let us introduce the unitary matrix C such that

Cγµ∗C−1 = −γµ. (14.12)

Then the column
ψC = Cψ∗ (14.13)

will again satisfy the Dirac equation (14.1). In the representation of γ-
matrices (14.4) the matrix C can be chosen in the form

C =
(
0 −ε
ε 0

)
, (14.14)

where ε is a 2 × 2 matrix with matrix elements εαβ (α, β = 1, 2), the
components of an antisymmetric tensor of rank 2. In other words, ε = iσ2.

Problem 4. Show that (14.12) is valid for the matrix C of the form
(14.14) and the γ-matrices chosen in the form (14.4). Show that the matrix
(14.14) is unitary.

Sometimes it is useful to consider systems in space–time of dimension
d = 2 or d = 3. Let us briefly look at the properties of the Dirac equation
in these dimensions.

For d = 2, there are just two matrices γµ (µ = 0, 1), and their minimum
size is 2 × 2. Correspondingly, the wave function ψ is a two-component
column, and the γ-matrices can be chosen in the form

γ0 = τ1, γ1 = iτ2, (14.15)
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where the τi are Pauli matrices. In this case, the matrix1 γ5 is conveniently
defined by the formula

γ5 = −γ0γ1.

In the representation (14.15) we have γ5 = τ3. As before, the P -
transformation matrix is given by formula (14.11). The C-conjugation
matrix in this representation is equal to

C = τ3. (14.16)

There is no analogue of angular momentum in (1 + 1) dimensions, since
there are no rotations in one-dimensional space.

In three-dimensional space–time, the minimum size of the γ-matrices is
2×2 and the wave functions ψ also comprise two-component columns. The
γ-matrices can be chosen in the form

γ0 = τ3, γ1 = −iτ1, γ2 = −iτ2. (14.17)

We stress that there is no analogue of γ5 in three-dimensional space–time.

Problem 5. Show that there does not exist a 2 × 2 matrix which is
anticommutative with all three matrices of (14.17).

The C-conjugation matrix can be defined as before; in the representation
(14.17) it is equal to

C = τ1. (14.18)

Problem 6. Show that in two-dimensional space–time the γ-matrices
(14.15) satisfy equation (14.2), and the matrix (14.16) satisfies equation
(14.12).

Problem 7. The same in three-dimensional space–time for the matrices
(14.17) and (14.18).

Let us now discuss the special case of massless fermions. Let us consider
the situation in four-dimensional space–time. For m = 0 the Dirac
Hamiltonian (14.8) commutes with the matrix γ5 (in other words, the
operator iγµ∂µ is anticommutative with γ5). Thus, the solutions of the
Dirac equation divide into left-handed solutions, for which

γ5ψL = ψL,

i.e.
1 + γ5

2
ψL = ψL,

1 − γ5

2
ψL = 0, (14.19)

1As before, for the matrix which anticommutes with all γµ, we use the notation γ5,
although it is the third (not the fifth) in the set of two-dimensional Dirac matrices.
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and right-handed ones, satisfying the equations

γ5ψR = −ψR, 1 + γ5

2
ψR = 0,

1 − γ5

2
ψR = ψR. (14.20)

In our chosen representation of γ-matrices we have

ψL =
(
χ

0

)
; ψR =

(
0
η

)
, (14.21)

where χ and η are two-component columns. We note that often for
an arbitrary wave function, one introduces its left- and right-handed
components with the structure (14.21), in other words, one defines

ψL =
1 + γ5

2
ψ; ψR =

1 − γ5

2
ψ.

The operators 1+γ5

2 and 1−γ5

2 are projections onto the left- and right-
handed components of the wave function of general form. The right-
and left-handed components of the wave function transform independently
under Lorentz transformations.

For m = 0, no contradiction arises in the case when one assumes
that physically only left-handed solutions are realized, while right-handed
solutions are ignored (or conversely). In other words, one can consider only
two-component spinors χ and write down the following equation for them:

iσ̃µ∂µχ = 0. (14.22)

The two-component spinors χ are said to be Weyl spinors, and equation
(14.22) is the Weyl equation. We shall examine the interpretation of the
Weyl equation and its solutions in the next section. Here, we recall only
that the Weyl equation, instead of the Dirac equation provides an adequate
description of massless particles with left helicity.

Weyl’s equation is not invariant under C-conjugation. In the language of
four-component fermions, C-conjugation takes a left-handed wave function
to a right-handed one: if ψ = ψL satisfies equation (14.19), the Cψ∗

satisfies equation (14.20). In the representation of γ-matrices used, this
is evident from formula (14.14) for the matrix C. Weyl’s equation is
invariant, however, under CP -transformation, which is the subject of the
next problem.

Problem 8. Suppose the left-handed two-component spinor χ(x0,x)
satisfies the Weyl equation (14.22). Find a 2 × 2 unitary matrix UCP
such that the two-component spinor UCPχ∗(x0,−x) also satisfies the Weyl
equation (14.22). This transformation is clearly a combination of a C-
conjugation and spatial reflection P .

An analogue of the Weyl equation also exists in the theory of massless
fermions in two-dimensional space–time.
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Problem 9. Find the analogue of the Weyl equation in two-dimensional
space–time.

Instead of the left-handed massless fermions, it would be possible to
consider right-handed fermions, satisfying the right-handed Weyl equation

iσµ∂µη = 0.

Whether any particular massless fermion is left- or right-handed is an
experimental question. It is known that neutrinos (if they are indeed
massless) are left-handed fermions.

To end this section, we note that the Dirac equation and the Weyl
equation have the property of probability conservation. For example, for
the Dirac fermion, the integral∫

d3xψ†(x0,x)ψ(x0,x) (14.23)

is conserved. This is evident from the Hermiticity of the Dirac Hamiltonian
(14.8). This property can be formulated in a different manner. Let us
introduce the Dirac-conjugate spinor (row of four elements)

ψ̄ = ψ†γ0. (14.24)

Taking into account that γ0 is Hermitian (γ0)2 = 1, and γi are anti-
Hermitian, we obtain from the Dirac equation that ψ̄ satisfies the equation

ψ̄(iγµ
←−
∂µ +m)ψ = 0,

where the arrow over ∂µ denotes that the derivative acts on ψ̄. From this
equation and the Dirac equation it follows that the current

jµ = ψ̄γµψ

is conserved:
∂µj

µ = 0. (14.25)

Taking into account that∫
d3xψ†ψ =

∫
d3xψ̄γ0ψ =

∫
d3xj0,

we obtain that the conservation of the probability (14.23) is directly related
to equation (14.25). The same argument applies to left-handed (or right-
handed) fermions, obeying the Weyl equation.
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14.2 Solutions of the free Dirac equation.
Dirac sea

Let us discuss solutions of the Dirac equation (14.1), first for m �= 0. In
other words, we are interested in the spectrum of the Dirac Hamiltonian
(14.8) and its eigenfunctions. We shall seek eigenfunctions in the form

ψp(x) = e−iωx
0+ipxup, (14.26)

where ω and p are interpreted, as usual in quantum mechanics, as the
particle energy and momentum. For up we have the equation

(αipi + βm)up = ωup. (14.27)

In the representation of γ-matrices used, where the matrices β and αi have
the form (14.5), it is convenient to rewrite equation (14.27), by introducing
left- and right-handed components of the spinor up,

up =
(
up,L

up,R

)
. (14.28)

up,L and up,R are two-component spinors. From (14.27) it follows that
they satisfy the system of equations (we shall omit the subscript p in the
wave functions)

(−σσσp − ω)uL +muR = 0
(σσσp − ω)uR +muL = 0. (14.29)

The condition for consistency of this system, in other words, the
requirement det(αp + βm− ω) = 0 has the form

p2 ≡ ω2 − p2 = m2 (14.30)

(this equation, however, is evident from the considerations of the beginning
of Section 14.1). When this equation is satisfied we have that uL is arbitrary
and uR is expressed in terms of uL,

uR =
σσσp + ω

m
uL. (14.31)

Since there are two linearly independent two-component columns uL, there
exist two independent solutions of the Dirac equation with fixed momentum
p and energy ω, subject to relation (14.30). The physical meaning of
this fact is most apparent when one chooses the two linearly independent
columns uL as the eigenvectors of the operator σσσp

|p| . This operator has
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eigenvalues +1 and −1 (since its square is equal to 1), and two linearly
independent columns uL,± can be chosen such that

σσσp
|p|uL,± = ±uL,±.

Taking into account (14.31), we obtain for the whole of the four-component
column (14.28)

sp
|p|u± = ±1

2
u±,

where s is the spin matrix (14.9). Thus, the two linearly independent
solutions of the Dirac equation with fixed momentum correspond (for
ω > 0) to states with positive and negative projections of the spin on
the direction of motion of the particle, the helicities.

The energy values ω may be either positive ω = +
√

p2 +m2, or negative
ω = −

√
p2 +m2. In other words, the spectrum of the Dirac Hamiltonian

is unbounded from below. Dirac proposed an elegant method for handling
this difficulty, which made the theory consistent and led to the concept of
the antifermion. Let us consider a system in a box of large but finite size
L. On the boundary of this box we impose periodicity conditions, i.e. we
require

ψ

(
x1 = −L

2
, x2, x3, x0

)
= ψ

(
x1 = +

L

2
, x2, x3, x0

)
, (14.32)

and analogously for other spatial coordinates. Then, the spectrum of the
Dirac Hamiltonian will be discrete; the wave functions (14.26) satisfy the
condition (14.32) only if

p = pn =
2π
L

n,

n = (n1, n2, n3), n1,2,3 = 0,±1,±2, . . . .

Correspondingly, the energy takes on a discrete set of values

ωn = ±
√

p2
n +m2.

Between levels with positive energy and levels with negative energy, there
is a gap of width 2m. The spectrum of the Dirac Hamiltonian in a finite
volume is shown schematically in Figure 14.1.

Let us next raise the question of the lowest state of the system (the
vacuum), without, however, imposing any constraints on the possible
number of particles in the system. Clearly, it is favorable to have the largest
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Figure 14.1. Schematic plot of the spectrum of the Dirac Hamiltonian.
Density and degeneracy of the levels are not accounted for.

number of particles at negative levels. At the same time, the particles are
fermions, thus at most one particle can be placed in any given state (Pauli
principle). Consequently, the lowest energy state of the system will be such
that all negative levels are occupied (i.e. in each state with negative energy
there is exactly one fermion), and all positive levels will be empty. This
ground state is shown schematically in Figure 14.2. The system of occupied
negative energy levels is descriptively called a Dirac sea.

We must further assume that the Dirac vacuum has zero energy and
zero momentum (and also zero electric and other charges), i.e. reference
these quantities from their vacuum values.

Let us now discuss elementary excitations over the Dirac vacuum. When
a fermion is added to the system, it can occupy a positive energy level only
(it is not possible to place the fermion at any level with negative energy
because of the Pauli principle). The wave function of this fermion will be
described by the solution of the Dirac equation for positive ω. Such an
excitation is shown in Figure 14.3.

Another type of excitation occurs when one removes a particle from the
Dirac sea. In this case, a level with negative energy becomes empty, so that
the total energy again increases: if one removes a fermion from an energy
level characterized by momentum p and energy −ωp = −

√
p2 +m2, the

energy of the state, referenced from the vacuum energy, will be equal to
+ωp, and the momentum will be equal to (−p). Such an excitation in solid-
state theory is called a hole, and in particle physics it corresponds to an
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Figure 14.2. Schematic plot of the ground state. Degeneracy of the levels
is not accounted for.

antifermion. If the fermion carries an electric charge q, then the antifermion
has charge (−q), since its state is obtained by removing a fermion from the
Dirac sea. Fermions and antifermions have the same mass and dispersion
law ωp =

√
p2 +m2. A state with an antifermion is shown in Figure 14.4.

If the system contains a fermion and a hole, as in Figure 14.5, then the
fermion may move from a positive level to a negative one, emitting energy
(for example, producing photons). This corresponds to the fermion–anti-
fermion annihilation. The inverse process is possible with the addition of
energy, and corresponds to the creation of a fermion–antifermion pair. In
both these processes the fermion number, defined as the difference between
the number of fermions and the number of antifermions, is conserved.

Of course, for each type of fermion, there is a corresponding type
of antifermion: for the electron, it is the positron; for the proton, the
antiproton, etc.

The notion of particles and holes is completely adequate in solid-state
physics. In particle physics it is formal and not really adequate. A more
symmetric description of fermions and antifermions is achieved in quantum
field theory where a unique field operator Ψ(x) describes particles and
antiparticles at the same time. The fermion field does not have a classical
limit (because of the Pauli principle); for precisely this reason we do not
discuss it in the main text of this book. We stress that the description of
free fermions and antifermions (and also of fermions and antifermions in
background fields) in terms of the Dirac sea is equivalent to their description
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Figure 14.3. State with one fermion over the Dirac vacuum.

in quantum field theory.
One further remark relates to bosons. If the Klein–Gordon equation is

interpreted as an equation for a wave function of a particle (boson), then
there is also a difficulty with negative levels and the unboundedness of the
energy spectrum from below. Since bosons are not subject to the Pauli
principle, this difficulty cannot be resolved using a construction similar to
the Dirac sea. The difficulty with the negative energies of bosons is only
resolved in quantum field theory.

Let us now consider the solutions of the Weyl equation (14.22). In
the momentum representation this equation has the form (compare with
(14.29))

(ω + σp)uL = 0.

This system of equations for the two components of the spinor ψL is self-
consistent and has a unique solution if

ω = ±|p|.
For ω > 0 this solution satisfies the relation

sp
|p|uL = −1

2
uL,

where s = 1
2σσσ is the spin operator. Thus, the Weyl equation describes

massless fermions with negative helicity (projection of the spin onto the



14.2 Solutions of the free Dirac equation 307

�

m

−m

0

ω

�

�

�

�

Figure 14.4. State with antifermion over the Dirac vacuum. The open
circle denotes an unoccupied level in the Dirac sea.

direction of motion). This explains the term “left-handed fermions”
(by analogy with photons or electromagnetic waves with a left-circular
polarization); the term “fermions with a left chirality” is also used.

Neither is it difficult to find the solutions of the free Dirac equation in
space–time of dimension two or three. In all cases, there exist solutions
with both positive and negative energies, where the spectra of the positive
and negative energies coincide up to sign. This last statement is evident
from the property of C-symmetry: if ψ(x0,x) satisfies the Dirac equation
with positive frequency ω, then

ψC(x0,x) = Cψ∗(x0,x)

is a solution of the same equation with frequency (−ω).

Problem 10. Find all the eigenfunctions of the Dirac Hamiltonian in
space–time with d = 2 and d = 3.

Problem 11. Find all solutions of the “Weyl equation” (see Problem 9)
in two-dimensional space–time. In which directions do the particles
described by these wave functions and the antiparticles (holes in the Dirac
sea) move?
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Figure 14.5. Annihilation of a fermion with an antifermion.

14.3 Fermions in background bosonic fields

In the following chapters we shall consider a number of interesting effects
which arise when fermions interact with background bosonic fields of the
soliton and instanton type. Thus, here, we shall consider what the Dirac
equation looks like in background bosonic fields.

First, we recall that fermions in an external electromagnetic field are
described by a Dirac equation analogous to (14.1) (or (14.3)), but with the
conventional derivative replaced by the covariant derivative2

iγµDµψ −mψ = 0, (14.33)

where, as usual,

Dµ = ∂µ − ieAµ,

and e is the fermion electric charge. We note that the left-hand side of
this equation transforms covariantly under gauge transformations of the
electromagnetic group U(1), i.e. under transformations

ψ(x) → ψ′(x) = eiα(x)ψ(x), (14.34)

Aµ(x) → A′µ(x) = Aµ(x) +
1
e
∂µα(x). (14.35)

2Generally speaking, this equation may also contain terms associated with an
anomalous fermion magnetic moment, a fermion electric dipole moment, etc.
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Indeed, under these transformations we have

(iγµDµψ −mψ) → eiα(iγµDµψ −mψ).

If ψ satisfies the Dirac equation in the external field Aµ, then ψ′ satisfies
the Dirac equation in the external field A′µ. In other words, under a
gauge transformation of the external field, the set of solutions of the
Dirac equation remains intact, modulo a phase transformation (14.34).
We shall say that the Dirac equation (14.33) is invariant under the gauge
transformations (14.34), (14.35).

Non-Abelian global or gauge symmetries appear in the Dirac equation if
fermions can be assigned internal quantum numbers. Suppose, for example,
that the system (still without external fields) has two types of fermions.
Then a state of the system in which there is just one fermion of any type
can be described by a wave function in the form of a column

ψ =
(
ψ1(x)
ψ2(x)

)
, (14.36)

each of whose components, ψ1 or ψ2, is a Dirac spinor (for massless fermions
these may be Weyl spinors). Thus, a fermion of the first type is described
by a column (

ψ1(x)
0

)
, (14.37)

and a fermion of the second type is described by a column(
0

ψ2(x)

)
.

In the general case of a column (14.36), the quantity (ψ†1ψ1)(x) represents
the probability that the system contains a fermion of the first type at the
point x, and, analogously for (ψ†2ψ2)(x).

If the masses of the fermions are the same, then in the absence of external
fields, each component of the column (14.36) satisfies the Dirac equation
(14.1). These two equations can be combined by writing for the column
(14.36) the equation

(iγµ∂µ −m) · 1 · ψ = 0, (14.38)

where 1 is the unit 2 × 2 matrix acting on the space of two-component
columns (14.36) (of course, we shall not usually write it down explicitly,
when that does not lead to confusion). Equation (14.38) is invariant under
global (independent of the coordinates) transformations from the group
SU(2),

ψ(x) → ωψ(x), ω ∈ SU(2) (14.39)
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(it is also invariant under the group U(1) of global phase rotations ψ →
eiαψ, but that property is not important to us here). We stress that
the transformation (14.39) does not act on the Lorentz index, but on the
“internal” indices, enumerating the fermion types. By (formal) analogy
with the conventional spin, transformations (14.39) are called “internal
spin” (or isospin) transformations. Here, one could say that the column
(14.36) describes a fermion which can be found in different isospin states:
for example, a fermion of the first type described by the column (14.37)
can be said to be in a state with the third isospin projection (+1/2), while
a fermion of the second type is in a state with the third isospin projection
(−1/2).

Historically, the first example of internal symmetry was the isotopic
symmetry of strong interactions. If one neglects the small difference in mass
between the proton and the neutron, and also the electromagnetic and weak
interactions, then the proton and neutron have the same properties. The
wave function of the nucleon (proton or neutron) can then be written in the
form (14.36), where ψ1(x) and ψ2(x) are the wave functions of the proton
and neutron components of the nucleon; the free Dirac equation for the
nucleon has exactly the form (14.38). The term “isospin” (isotopic spin)
has precisely that origin; subsequently it was used for other symmetries
described by the group SU(2) (for example, we speak of weak isospin,
which is related to the weak interaction, see Sections 6.3 and 14.4).

The construction studied can be generalized to the case when fermions
are found in three or more states (in other words, there are three or more
fermion types with the same mass). Thus, quarks may occur in three states
(they are called colors); accordingly, a quark is described by a wave function

ψ1
ψ2
ψ3


 (14.40)

and the Dirac equation for the quark wave function is invariant under the
action of the internal (color) group SU(3)C . Further generalization issues
from the remark that the columns (14.36) or (14.40) can be interpreted
as vectors in the space of the fundamental representation of the group
SU(2) or SU(3)C , respectively. There is no need to limit oneself to
the groups SU(N) and the fundamental representations. Namely, one
can choose an arbitrary compact group G of internal symmetries and an
arbitrary representation of it T (G), and require that the fermionic wave
function belongs to the space of the representation T (G), and that the
Dirac equation be invariant under transformations

ψ → T (g)ψ,

for all g ∈ G. We again stress that the matrix T (g) acts on the internal



14.3 Fermions in background bosonic fields 311

and not the Lorentz indices of the fermion wave function.

Problem 12. Let G be a simple global symmetry group, and T (G) its
complex n-dimensional irreducible representation. Write down the most
general form of the free Dirac equation for fermions in the representation
T (G), which is invariant under the action of the group G. Show that it
is actually invariant under the action of the group SU(n). (This property
holds, generally speaking, only for free fermions).

The next step is to construct the interaction of fermions with non-
Abelian gauge fields. In complete analogy with Chapter 4, this interaction
must ensure invariance of the Dirac equation under gauge transformations
with a non-Abelian gauge (internal) symmetry group. In the example with
the internal group SU(2) and a fermion doublet (14.36), the Dirac equation
is required to be invariant under conventional gauge transformations of the
gauge field of the group SU(2),

Aµ → A′µ = ωAµω
−1 + ω∂µω

−1, ω(x) ∈ SU(2),

(where Aµ = −ig τa

2 A
a
µ), performed simultaneously with the trans-

formations

ψ(x) → ψ′(x) = ω(x)ψ(x).

We already know the prescription for constructing the covariant quantities:
we need to replace the conventional derivative by the covariant derivative,

Dµ = ∂µ +Aµ.

Thus, we come to the Dirac equation, which is invariant under gauge
transformations from the group SU(2),

(iγµDµ −m)ψ = 0, (14.41)

which is completely analogous to the Dirac equation (14.33) in the presence
of an electromagnetic field. We note that in equation (14.41), and in what
follows, we use very compressed notation; if we write down this equation,
preserving all the indices, we have{

iγµαβ

[
δij∂µ − i

g

2
(τa)ijAaµ

]
−mδαβδij

}
ψβj = 0, (14.42)

where α, β = 1, . . . , 4 are the Lorentz indices of the spinor; i, j = 1, 2 are
the isotopic indices; a = 1, 2, 3; and summation over repeated indices is
understood.

In the general case of an arbitrary gauge group G and representation
T (G), under which fermions are transformed, the Dirac equation in the
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external gauge field has the previous form (14.41), where the covariant
derivative is equal to

Dµ = ∂µ + T (Aµ). (14.43)

Here, we have a complete analogy with Chapter 4.
For m = 0, as the original equation we could take not the Dirac equation

but the Weyl equation. Repeating the above steps, we would then obtain
the Weyl equation in the external gauge field. For a left-handed fermion
this has the form

iσ̃µDµχ = 0,

i.e. it differs from the free Weyl equation (14.22) by the replacement of the
conventional derivative by the covariant derivative (14.43). The Lorentz
index of the spinor χ, as before, takes values 1, 2.

Let us now turn to a discussion of the interaction of fermions with scalar
fields. Let us begin with the simplest case of a single real scalar field ϕ(x)
and a single fermion. The main requirement on the Dirac equation for
the fermion wave function in the external classical field ϕ is the Lorentz
covariance and the Hermiticity of the Dirac Hamiltonian. Under Lorentz
transformations, the scalar field at a fixed point of space–time is not
transformed, therefore it can be included in the Dirac equation by analogy
with the fermion mass term. Thus, we arrive at the equation

iγµ∂µψ −mψ − hϕψ = 0, (14.44)

where h is a real coupling constant. This simplest coupling of the fermion
with the scalar field is called Yukawa coupling. We stress that literally in
the form (14.44), Yukawa coupling can be introduced for Dirac fermions
but not for Weyl fermions.

Problem 13. Find the dimension of the constant h in four-dimensional,
and also in d-dimensional space–time.

Problem 14. Show that the Dirac Hamiltonian, corresponding to
equation (14.44), in a real background field ϕ(x), is Hermitian if and only
if the constant h is real.

It is convenient to construct a further generalization using the concept
of action for fermions. To introduce this, we begin by discussing the Dirac
equation (14.44). This can be viewed as the extremality condition for a
functional,

SF =
∫
d4x

[
ψ̄(x)iγµ∂µψ(x) −mψ̄(x)ψ(x) − hϕ(x)ψ̄ψ(x)

]
, (14.45)
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with respect to arbitrary variations of the variable ψ̄(x), which is a four-
component row. Such a functional is called an action for fermions. The
functional SF is real, if ψ̄ is taken to be the row3 ψ†γ0 (see also (14.24)).
Indeed, for S∗F we have

S∗F =
∫
d4x

(
−i∂µψ†γµ†γ0ψ −mψ†γ0ψ − hϕψ†γ0ψ

)
.

The equality S∗F = SF is obtained after integration by parts in the first
term and using the identity γµ†γ0 = γ0γµ. One can further show that
SF is a Lorentz scalar. The requirements that the action should be real
and Lorentz invariant are equivalent to the requirements that the Dirac
Hamiltonian should be Hermitian and that the Dirac equation should be
Lorentz covariant.

The fermion action is a natural and necessary object in quantum field
theory, where ψ̄(x) and ψ(x) are treated as fermion field operators. There,
SF is placed on an equal footing with the boson field action. We have
already mentioned that, unlike boson field operators, the operators ψ(x)
and ψ̄(x) do not have a classical limit. For our purposes, SF will serve as an
auxiliary object, which will enable us to obtain Dirac equations having the
properties of Lorentz and gauge covariance, and for which the quantum-
mechanical Dirac Hamiltonians are Hermitian.

Analogously, the Dirac equation (14.41), in the presence of gauge fields,
can be obtained from variation of the action

SF =
∫
d4x

[
ψ̄(x)iγµDµψ(x) −mψ̄(x)ψ(x)

]
(14.46)

with respect to ψ̄. Here, if ψ transforms according to a unitary
representation T (G) of the gauge group G, then ψ̄ = ψ†γ0 transforms
according to the conjugate representation: for gauge transformations
ω(x) ∈ G we have

ψ(x) → ψ′(x) = T (ω(x))ψ(x)
ψ̄(x) → ψ̄′(x) = ψ̄(x)T †(ω(x)),

or, in components,

ψi → ψ′i = [T (ω)]ijψj
ψ̄i → ψ̄′i = ψ̄j [T (ω)]∗ij , (14.47)

where i, j are indices, corresponding to the internal symmetry. The
functional SF is clearly invariant under gauge transformations.

3The fact that, when taking variations of SF , we need to consider ψ̄ as an independent
variable is analogous to the prescription for the variation of the action for a complex
scalar field, where ϕ and ϕ∗ are considered as independent variables; see Section 2.4.
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One generalization of expressions (14.45), (14.46) for the fermion action
to the case in which the scalar field transforms non-trivially under gauge
(or global) transformations, is quite evident. Suppose ψi transforms under
the representation T (G) of the gauge group G, i.e. the transformation law
for ψ and ψ̄i has the form (14.47). Suppose the scalar field transforms
under the real representation TS(G), i.e. the fields ϕa are real, and under
gauge transformations we have

ϕa → ϕ′a = [TS(ω)]baϕb.

Suppose further that from ψ̄, ψ and ϕ one can form a real gauge-invariant
combination of the form

ψ̄i(Λa)ijψjϕa = ψ̄Λaψϕa, (14.48)

where (Λa)ij are some coefficients. Then a fermion action of the form

SF =
∫
d4x

[
ψ̄iγµDµψ −mψ̄ψ − hψ̄Λaψϕa

]
(14.49)

will be Lorentz invariant, gauge invariant and real for a real coupling
constant h (in the case of global symmetry, instead of the covariant
derivative Dµ, (14.49) will contain the conventional derivative ∂µ). The
requirement for invariance of the expression (14.48) is equivalent to the
requirement that for all ω ∈ G, the following holds:

Λa[TS(ω)]baT (ω) = T (ω)Λb. (14.50)

Here, we have omitted the indices i, j relating to the fermion representation
T (G) and we consider Λa and T (ω) as matrices with these indices. Equation
(14.50) determines the possible form of the matrices Λa. In other words,
ϕaψj belongs to the representation TS × T of the Lie group G; we require
that TS × T contains the representation T and that Λ operates as the
projection TS × T → T .

In terms of representations of the Lie algebra of the group G, equation
(14.50) has the form

Λa(T qS)ba = [T q,Λb], (14.51)

where T a and T qS are generators of the Lie algebra in the representations
T and TS , and q = 1, . . . ,dimG.

By varying the action (14.49) with respect to ψ̄, we obtain the Dirac
equation

iγµDµψ −mψ − hΛaϕaψ = 0. (14.52)

Its left-hand side transforms covariantly (according to the representation
T (G)) under gauge transformations.
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Problem 15. Show that equation (14.50) is necessary and sufficient
for the left-hand side of equation (14.52) to transform according to the
representation T (G).

Problem 16. Consider infinitesimal transformations

ω = 1 + εqtq, (14.53)

where tq are generators of the Lie algebra of the group G and εq are
infinitesimal real parameters. Show that for such transformations equation
(14.50) is equivalent to (14.51), taking into account the definitions T (tq) =
T q, TS(tq) = T qS.

Problem 17. Write down the Dirac Hamiltonian corresponding to
equation (14.52). Show, under the conditions formulated earlier, that it
is Hermitian.

In fact, essentially the same construction was used (in the special case
of the fundamental and adjoint representations of the group SU(2)) in
the second example of Section 4.1 to construct the Lagrangian of a cubic
interaction of scalar fields.

As an important example for what is to come, let us consider the group
SU(N) as a symmetry group, let us choose the fermions in the fundamental
representation of this group and the scalars in the adjoint representation
(this means, in particular, that ϕa are real fields, a = 1, . . . , N2 − 1).
Then T q = itq, where tq are Hermitian matrices of the generators of the
group SU(N) (unlike the anti-Hermitian generators entering (14.53)), and
(T qS)ba = fqab are structure constants. For the matrix Λa, we can choose
ta. Indeed, the left-hand side of equation (14.51) in this case has the form
tafqab, while the right-hand side is equal to

[itq, tb] = −fqbctc,

so that equation (14.51) is satisfied, taking into account the antisymmetry
of the structure constants. Thus, the covariant Dirac equation in this
example has the form

(iγµDµ −m− htaϕa)ψ = 0. (14.54)

Let us briefly discuss how fermions behave in background fields
corresponding to the classical ground state of the scalar and gauge fields.
To be specific, let us consider the case of the group SU(2) (global or
gauge), of the scalar field in the adjoint (real triplet) representation and of
fermions in the fundamental (complex doublet) representation. We recall
that a scalar field in the ground state is constant in space–time, and in
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gauge theory, at the same time, Aµ = 0. In this background, the Dirac
equation with the Yukawa coupling has the form (14.54), where ta = τa/2
are Hermitian generators of the group SU(2). The cases of unbroken and
broken symmetry need to be considered separately. If the scalar potential
V (ϕ) is such that in the ground state ϕa = 0 and the symmetry is not
broken, the equation (14.54) reduces to two Dirac equations with mass m
for the two components ψi, where i = 1, 2 is the group index. Thus, the
system has two types of fermions with the same mass, as we observed at
the beginning of this section. If in the ground state ϕa �= 0, i.e. the SU(2)
symmetry is broken, the situation becomes more interesting. Without loss
of generality, we can choose the ground state of the scalar field such that
only the third component is non-zero, ϕa = vδa3, where the real parameter
v is determined by the form of the scalar potential. Equation (14.47) in
this field has the form (

iγµ∂µ −m− hv

2
τ3
)
ψ = 0, (14.55)

where, as before,

ψ =
(
ψ1

ψ2

)

is an isospinor in the internal space. Equation (14.55) is equivalent to the
two equations (

iγµ∂µ −m− hv

2

)
ψ1 = 0(

iγµ∂µ −m+
hv

2

)
ψ2 = 0.

Hence it is clear that the components ψ1 and ψ2 describe fermions with
masses

m1 =
∣∣∣∣m+

hv

2

∣∣∣∣
and

m2 =
∣∣∣∣m− hv

2

∣∣∣∣ ,
respectively. As a result of the spontaneous symmetry breaking, the
fermions have acquired different masses; the fermion spectrum has ceased
to be SU(2) invariant.
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Problem 18. Consider the model with gauge group SU(3), fermions in
the fundamental representation and a scalar field in the adjoint (real octet)
representation. Suppose that the scalar potential is such that in the ground
state only the eighth component of the scalar field is non-zero, ϕa = vδa8
(modulo SU(3) transformations). Find the unbroken subgroup of SU(3).
Find the mass spectrum of fermions satisfying the Dirac equation (14.54),
explain its structure.

A less trivial generalization of the fermion action (14.45) and of the
corresponding Dirac equation can be obtained if one writes the action in
terms of the left- and right-handed components (which are two-component
columns) χ and η, such that

ψ =
(
χ

η

)
(14.56)

(see (14.21)). Note that

ψ̄ = ψ†γ0 = (η†, χ†).

In the representation of γ-matrices (14.4), we shall have for the action
(14.45)

SF =
∫
d4x

[
χ†iσ̃µ∂µχ+ η†iσµ∂µη −m(χ†η + η†χ) − h(ϕχ†η + ϕη†χ)

]
.

(14.57)
All the terms in this expression are individually Lorentz invariant (we do
not require invariance under spatial reflections). The expression (14.57) can
be generalized, by assuming that the left- and right-hand components χ and
η transform differently under gauge (or global) transformations. Here, as
before, we need to require that SF be real and gauge invariant.

As a first example, let us consider the theory with gauge group U(1)
and complex scalar field with charge e. The Yukawa interaction of type
ϕη†χ will be gauge invariant, if the sum of the charges of χ and η† is equal
to (−e). For example, the charge of the left-handed component χ can
be chosen equal to (−1

2e), and the charge of the right-handed component
η, equal to (+1

2e). Here, the mass term of type mη†χ will not be gauge
invariant and it is not possible to include it in the fermion action. Thus,
we arrive at the action

SF =
∫
d4x

[
χ†iσ̃µD(−)

µ χ+ η†iσµD(+)
µ η − h(ϕ∗χ†η + ϕη†χ)

]
, (14.58)

where D(±)
µ = ∂µ ∓ i e2Aµ. When the constant h is real it will have all

the necessary properties. We obtain the equations for the two-component
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columns of χ and η, in the usual way, by varying the action of SF with
respect to χ† and η†, assuming them to be independent of χ and η,

iσ̃µD(−)
µ χ− hϕ∗η = 0

iσµD(+)
µ η − hϕχ = 0. (14.59)

This is a rather non-trivial generalization of the Dirac equation for the
fermion wave function ψ. The left-hand sides of equation (14.59) transform
covariantly under gauge transformations

ϕ → eiαϕ, ϕ∗ → e−iαϕ∗

χ → e−iα/2χ, η → eiα/2η,

Aµ → Aµ +
1
e
∂µα.

The gauge covariance property of equation (14.59) follows from the gauge
invariance of the action (14.58).

Problem 19. Construct the quantum-mechanical Hamiltonian corre-
sponding to equations (14.59), i.e. write equations (14.59) in the form

i
∂ψ

∂x0 = HDψ,

where ψ is the wave function (14.56). Show that the Hamiltonian HD is
Hermitian for real h.

We note that if the values of the bosonic fields in the ground state
are equal to Aµ = 0, ϕ = v (so that the model incorporates the Higgs
mechanism), equations (14.59) become the free Dirac equation for the wave
function (14.56), (iγµ∂µ −m)ψ = 0, with fermion mass m = hv.

Generalizations of this example include the fermionic sector of the
Standard Model, which we shall describe next.

14.4 Fermionic sector of the Standard Model

In Section 6.3, we considered the bosonic sector of the standard electroweak
theory. In this section, we shall describe its fermionic sector. We shall use
the notation introduced in Section 6.3.

Let us begin with a discussion of leptons, fermions which do not
participate in strong interactions. In nature, there are three types of
charged lepton, e−, µ− and τ−, and three types of neutrino νe, νµ and ντ ,
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together with the corresponding antiparticles. The masses of all neutrinos,
if they have a mass, are very small and in what follows, we shall assume
that neutrinos are massless. The neutrino is a fermion with a left chirality.
The pairs (νe, e−), (νµ, µ−) and (ντ , τ−) behave in the same way under all
interactions (e–µ–τ universality). Thus, it is sufficient to consider one pair
of leptons, for example, (νe, e−).

It is a key experimental fact that only left-handed components of the
electron and the (left-handed) neutrino interact with W±-boson fields,
while the right-handed component of the electron does not interact with
W±-bosons. The W±-boson fields form part of the gauge fields of
the subgroup SU(2) of the gauge group of the electroweak interactions,
SU(2) × U(1). Consequently, the right-handed component of the electron
e−R must be a singlet under SU(2), and the left-handed components νe and
e−L are naturally combined into an SU(2) doublet,

LL =
(
νe,L

e−L

)
. (14.60)

We find the weak hypercharges of the doublet LL and the singlet e−R using
formula (6.35), which relates the third component of the weak isospin, the
electric charge and the weak hypercharge. For example, for νe we have
Q = 0, T 3 = 1

2 , thus Yνe
= −1

2 . For e−L we have Q = −1, T 3 = −1
2 and,

consequently YeL
= −1

2 . As one might expect, the weak hypercharge of the
components of the column (14.60) is the same; the column LL transforms
under gauge transformations from the subgroup U(1) as a whole,

LL → eiYLαLL,

with

YL = −1
2
.

For the right-handed component of the electron we have T3 = 0 and from
(6.35) we obtain

Ye−
R

= −1.

Thus, the terms with covariant derivatives in the electron and neutrino
action have the form

SkF =
∫
d4x

(
L†Liσ̃

µDµLL + e†Riσ
µDµeR

)
, (14.61)

where

DµLL =
(
∂µ − ig

τa

2
Aaµ + ig′

1
2
Bµ

)
LL, (14.62)
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DµeR = (∂µ + ig′Bµ)eR. (14.63)

We recall that eR, eL and νe are two-component columns, Lorentz (right-
and left-handed) spinors.

The action (14.16) describes massless fermions. Thus, we need to
introduce another term, responsible for the electron mass. It is not possible
to introduce an explicit mass term of the type m(e†LeR + e†ReL), since
that is not invariant under gauge transformations. Thus, we introduce an
interaction of the Yukawa type between fermions and the Higgs doublet ϕ
and use the fact that in the ground state

ϕ = ϕ(v) =
(

0
v√
2

)
. (14.64)

The Yukawa term in the fermion action must contain the right-handed
fermion component (more precisely, the conjugate quantity), e†R, as well as
the left-handed component LL and the Higgs field (see (14.57)). Taking
into account the weak hypercharges of leptons and of the Higgs field (for
which Yϕ = 1

2 ) we can write down a unique gauge-invariant Yukawa term
of the form

he[e
†
R(ϕ†LL) + (L†Lϕ)eR]. (14.65)

Here, (ϕ†LL) denotes convolution with respect to the internal indices of
the SU(2) doublets; (ϕ†LL) is invariant under the group SU(2) and is a
two-component column from the Lorentz point of view: if α = 1, 2 and
i = 1, 2 are the Lorentz and the internal indices, respectively, then

e†R(ϕ†LL) = (e†R)αϕ∗iLiα (14.66)

(summation over i, α is understood) and analogously for the second term
in (14.65). The invariance of (14.65) under the weak hypercharge subgroup
U(1) follows from the fact that

−YeR
− Yϕ + YLL

= 0.

Finally, the expression (14.65) is real for real he.
In the vacuum, the field ϕ takes the value (14.64) and the expression

(14.65) becomes the electron mass term

he
v√
2
(e†ReL + e†LeR).

Thus, in the Higgs vacuum the electron has mass

me = he
v√
2
, (14.67)
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and the neutrino remains massless. We conclude that the action of the
electron and the electron neutrino has the form

Se,νe
=
∫
d4x

{
L†Liσ̃

µDµLL + e†Riσ
µDµeR − he[e

†
R(ϕ†LL) + (L†Lϕ)eR]

}
.

(14.68)
If we are interested only in electromagnetic interactions, i.e. we suppose
that W±µ = Zµ = 0 and ϕ = ϕ(v), then the non-zero components of the
original gauge fields are (see (6.47))

A3
µ = Aµ sin θW

Bµ = Aµ cos θW ,

where Aµ is the electromagnetic vector potential. In the presence of these
fields the covariant derivatives (14.62), (14.63) take the form

DµLL =
(
∂µ − ig

τ3

2
sin θWAµ + ig′

1
2

cos θWAµ

)
LL

= (∂µ − ieQLAµ)LL
DµeR = (∂µ + ig′ cos θWAµ)eR

= (∂µ − ieQRAµ),

where

QL =
(

0 0
0 −1

)
QR = −1,

and we have used the relationships between the constants g, g′, e and the
angle θW , described in Section 6.3. Thus, if there is only an electromagnetic
field, then the action (14.68) becomes the action of electrodynamics

Se,νe
=

∫
d4x

[
e†Liσ̃

µ(∂µ + ieAµ)eL + e†Riσ
µ(∂µ + ieAµ)eR + ν†Liσ̃

µ∂µνL

−me(e
†
ReL + e†LeR)

]

=
∫
d4x

[
ēiγµ(∂µ + ieAµ)e+ ν†Liσ̃

µ∂µνL −meēe
]
.

The equations which follow from this action include the Dirac equation for
a massive electron with charge (−e) in the electromagnetic field Aµ and the
free Weyl equation for a massless electron neutrino (which is electrically
neutral).
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Leptons of two other generations are introduced into the model in
complete analogy with the electron and the electron neutrino. They form
left-handed doublets(

νµ
µ−

)
L

,

(
µτ
τ−

)
L

, Y = −1
2
,

and right-handed singlets

µ−R, τ−R , Y = −1.

The full leptonic action is the sum of the actions for the leptons of the
three generations,

Slept = Se,νe
+ Sµ,νµ

+ Sτ,ντ
, (14.69)

where each term has the structure (14.68), and only the Yukawa constants
he, hµ and hτ are different. For example, the constant hµ is related to the
muon mass by an equation, analogous to (14.67),

mµ = hµ
v√
2
.

Let us now consider the strongly interacting particles, quarks. In nature,
there exist six types of quark: u, d, s, c, b and t. Each of these quarks may
be in three different states, so that, in fact, there are three types of u-quark,
three types of d-quark, etc. (Bogolyubov et al. 1965, Han and Nambu 1965,
Miyamoto 1965). These different states are called quark colors, and quarks
are said to form a color triplet,

u =


u1
u2
u3


 , d =


d1
d2
d3


 , etc. (14.70)

Strong interactions of quarks are described by a gauge theory with the
unbroken color gauge group SU(3)C of quantum chromodynamics (Fritzsch
et al. 1973, Gross and Wilczek 1973, Politzer 1973). The columns
(14.70) transform according to the fundamental representation of SU(3)C ,
where the left- and right-handed components of the quark wave functions
transform in the same way. Free quarks, or gluons, gauge bosons for the
group SU(3)C , do not exist in nature; the strongly interacting particles,
hadrons, are colorless objects, whose components are quarks and gluons.
Loosely, the proton can be said to consist of two u-quarks and one d-
quark, p = (uud); the neutron consists of two d-quarks and one u-quark,
n = (ddu). According to this, the u-quark and the d-quark have electric
charges

Qu =
2
3
, Qd = −1

3
. (14.71)



14.4 Fermionic sector of the Standard Model 323

In what follows, we shall not write down the color index of quarks, and
summation over this index, where necessary, will be implicitly understood.

From the point of view of electroweak interactions, quarks, like leptons,
divide into three pairs (called families or generations), namely (u, d), (c, s)
and (t, b). The electroweak interactions of quarks of each of the generations
are the same,4 thus, for the time being, we shall limit ourselves to quarks of
the first generation, u and d. Their left-handed components form a doublet
under the electroweak subgroup SU(2),

QL =
(
uL
dL

)
,

while the right-handed components are singlets under SU(2). In complete
analogy with the leptons, we find from (14.71) and (6.35) the weak
hypercharges

YQL
=

1
6
, YuR

=
2
3
, YdR

= −1
3
.

These properties uniquely define the form of the covariant derivatives for
the doublet QL and the singlets uR and dR. Now, all quarks have non-zero
mass. The Yukawa term leading to the mass of the d-quark is written, in
complete analogy with (14.66), as

hd

[
d†R(ϕ†QL) + (Q†Lϕ)dR

]
, (14.72)

where the mass of the d-quark (in the vacuum (14.64)) is equal to

md = hd
v√
2
.

We note that −YdR
−Yϕ+YQL

= 0, so that the terms (14.72) are invariant
under all of the SU(2) × U(1) group of electroweak interactions. In order
to introduce the Yukawa term, providing the mass of the u-quark (in the
vacuum (14.64)), we recall that the fundamental representation of the group
SU(2) is equivalent to its conjugate. Namely, if ϕi, i = 1, 2 transforms
according to the fundamental representation of the group SU(2), then
ϕ̃i = εijϕ

∗
j also transforms according to the fundamental representation

of SU(2). Thus, both (ϕ†QL) and (ϕ̃†QL) are singlets under SU(2).

Problem 20. Suppose that ui and vi are two-component columns
transforming according to the fundamental representation of the group
SU(2), i.e. the transformation ω ∈ SU(2) acts as ui → ωijuj, vi → ωijvj.

4Modulo Yukawa terms, see below.
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Show that (ũ†v) = ũ∗i vi = εijujvi is invariant under the action of the group
SU(2).

In addition to the Yukawa term (14.72), we can also write down another
Yukawa term

hu

[
u†R(ϕ̃†QL) + (Q†Lϕ̃)uR

]
. (14.73)

Since ϕ̃ is expressed in terms of ϕ∗, the weak hypercharge of ϕ̃ is equal to
Yϕ̃ = −Yϕ = −1

2 . Because of this, −YuR
− Yϕ̃ + YQL

= 0 and the term
(14.73) is invariant under SU(2) × U(1). In the vacuum (14.64) we have

ϕ̃ =
( v√

2
0

)

(we recall that v is real), and (14.73) becomes the mass term for the u-quark
with

mu = hu
v√
2
.

Summarizing, we write the action for the u- and d-quarks in the form

S(u,d) =
∫
d4x

{
Q†Liσ̃

µDµQL + u†Riσ
µDµuR + d†Riσ

µDµdR (14.74)

−hd
[
d†R(ϕ†QL) + (Q†Lϕ)dR

]
− hu

[
u†R(ϕ̃†QL) + (Q†Lϕ̃)uR

]}
,

where

DµQL =
(
∂µ − ig

τa

2
Aaµ − ig′

1
6
Bµ

)
QL

DµuR =
(
∂µ − ig′

2
3
Bµ

)
uR

DµdR =
(
∂µ + ig′

1
3
Bµ

)
dR.

We recall that each type of quark, i.e. each fermion QL, uR, dR, is
a triplet transforming according to the fundamental representation of
the color group SU(3)C . Here Q†L, u

†
R and d†R transform according to

the representation of the group SU(3)C conjugate to the fundamental
representation (i.e. they are antitriplets). Convolution with respect to
the color index, which is implicit in (14.74), ensures the invariance under
SU(3)C (there, the covariant derivatives include the gauge fields of the
group SU(3)C , which we have not written down).
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One direct generalization of the action (14.74) to the case of three
generations of quarks might be the expression

Squark = S(u,d) + S(c,s) + S(t,b), (14.75)

where each of the terms has the structure (14.74), but with different Yukawa
constants.

However, such a trivial generalization fails to take account of one
important property, quark mixing (Cabbibo 1963, Kobayashi and Maskawa
1973). The complication relates to the Yukawa terms which are not of
the most general form in (14.75). To construct Yukawa terms of general
form we introduce a generation index A = 1, 2, 3 and combine quarks
with the same quantum numbers into triplets QAL = (Q(u,d)

L , Q
(c,s)
L , Q

(t,b)
L ),

UAR = (uR, cR, tR), DA
R = (dR, sR, bR). The most general form of real

gauge-invariant Yukawa terms is the following:[
h

(down)
AB DA†

R (ϕ†QBL ) + c.c.
]

+
[
h

(up)
AB UA†R (ϕ̃†QBL ) + c.c.

]
, (14.76)

where h(down)
AB and h

(up)
AB are arbitrary complex 3 × 3 matrices. Some of

this arbitrariness can be eliminated by change of variables, nevertheless,
the model still has four additional (over and above the gauge constants
and the quark masses) parameters, three mixing angles and a phase. This
is important for particle physics. We note that in the case of massless
neutrinos, there is no such complication in the leptonic sector.

Problem 21. Find the Z-charge of each quark and lepton, i.e. the
constant in front of the term of type ψ†Lσ̃

µψLZµ or ψ†Rσ
µψRZµ, in the

fermion action.
Let us now discuss an important property of the fermionic part of the

action of the Standard Model,

SF = Slept + Squark, (14.77)

and of the Dirac equations which follow from that. Let us first consider
electrons, electron neutrinos and their antiparticles. The corresponding
system of Dirac equations in the external boson fields follows from the
action (14.69), (14.68) and has the form

iσ̃µDµLL − heϕeR = 0
iσµDµeR − he(ϕ†LL) = 0. (14.78)

In the presence of the W -boson fields in equation (14.78) there exist terms
mixing the electron and neutrino components of the wave function LL.
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These arise from the covariant derivative (14.78) and have the form

iσ̃µ
(
−ig

2

)
(τ1A1

µ+τ
2A2

µ)
(
νe,L
eL

)
=

g

2
σ̃µ
(

0 A1
µ−iA2

µ

A1
µ+iA

2
µ 0

)(
νe,L
eL

)

=
g√
2
σ̃µ
(

0 W+
µ

W−µ 0

)(
νe,L
eL

)
.

Thus, in the external W -boson fields the electron number and the electron
neutrino number are not individually conserved: e may transform into
νe and conversely. Moreover, as we discussed in Section 14.2, particle–
antiparticle pairs may be created. At the same time, the difference

Le =




electron number
+

electron neutrino
number


−




positron number
+

electron antineutrino
number


 = Ne+Nνe (14.79)

is conserved.5 This quantity is called the electron lepton number: its
conservation is clearly related to the fact that the action of the electrons
and the neutrino S(e,νe) is separated from the rest of the total action
(14.77). The conservation of Le means, for example, that boson fields
of the Standard Model cannot lead to a transition of the electron to the
muon (or conversely) without emission of a corresponding neutrino and
antineutrino.

Analogously, the muon lepton number

Lµ = Nµ +Nνµ
(14.80)

and the third-generation lepton number

Lτ = Nτ +Nντ
(14.81)

are conserved. In quantum theory the W -boson fields and the Z-boson
fields can emerge virtually; precisely virtual W - and Z-bosons give rise
to weak interaction of quarks and leptons for low energies. The above
considerations about the conservation of Le, Lµ and Lτ also apply for
virtual boson fields. The conservation of Le and Lµ is manifest, for
example, in the fact that the following decay process is forbidden:

µ → e+ γ (∆Lµ = 1, ∆Le = −1).

5In the next sections, we shall discuss the possibility of non-conservation of Le and
other fermion numbers, associated with a highly non-trivial mechanism of fermion level
crossing. The considerations studied here are valid for topologically trivial external
fields.
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Such a decay has not actually been experimentally observed and there are
strong experimental bounds on its probability. The decay of the muon in
nature occurs with conservation of Le and Lµ, the dominant decay channel
being

µ → e+ ν̄e + νµ.

Finally, in the quark sector, the baryon number

B =
1
3

[(total number of quarks) − (total number of antiquarks)]

is conserved. The factor 1
3 was introduced here, so that the baryon numbers

of the proton and the neutron are equal to 1.
The baryon numbers of individual generations are not conserved because

of mixing (14.76). The total baryon number is conserved in nature with
high accuracy: it is the baryon and lepton number conservation that ensures
that the proton, the lightest particle with non-zero baryon number, is stable
(it has been experimentally shown that the proton lifetime is greater than
1032 years!).

Thus, in the Standard Model, there are four conserved6 global quantum
numbers, Le, Lµ, Lτ and B.

6See previous footnote.
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Chapter 15

Fermions and Topological
External Fields in
Two-dimensional Models

In this chapter, we shall consider two effects arising due to the interactions
of fermions with topologically non-trivial external bosonic fields, namely
the fractionalization of the fermion number and the non-conservation of
the fermion quantum numbers due to level crossing. These two phenomena
occur in both two- and four-dimensional models. Since two-dimensional
theories are easier to analyze, in this chapter we shall consider precisely
models in two-dimensional space–time.

Let us make one general remark. In many cases the interaction of
fermions with bosonic fields can be analyzed by assuming that the scalar
and vector fields are external (and classical) and by studying the Dirac
equation in these background fields. Of course, such a description is
approximate: the presence of fermions, generally speaking, deforms the
configuration of bosonic fields. However, in a number of cases, this effect
represents a small correction, and we shall neglect it. We shall comment
on this point below, when considering specific models.

15.1 Charge fractionalization

One phenomenon which arises when fermions interact with solitons is the
fractionalization of the fermion number and the electric charge (Jackiw and
Rebbi 1976b). This phenomenon was in fact experimentally observed in
one-dimensional systems of condensed-matter physics. In this section, we
shall discuss charge fractionalization, for the example of two-dimensional

329
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fermions, interacting with a kink.
Thus, let us consider fermions interacting à la Yukawa with a real scalar

field ϕ in two-dimensional space–time. The Dirac equation in the external
field ϕ has the form

(iγµ∂µ − hϕ)ψ = 0, (15.1)

where ψ is the two-component column,

ψ =
(
ψ1

ψ2

)
, (15.2)

and the two-dimensional Dirac matrices have the form (14.15). Let us
consider the case when the external field ϕ is the field of the kink, described
in Section 7.1. This field is static and has the asymptotics

ϕk(x1 → ±∞) = ±v, (15.3)

where v is the value of the field ϕ in one of the ground states, v > 0. We
shall suppose that ϕk is antisymmetric in space,

ϕk(−x1) = −ϕk(x1).

We note that the field

ϕa(x1) = ϕk(−x1) = −ϕk(x1) (15.4)

is the field of the antikink and has the asymptotics

ϕa(x1 → ±∞) = ∓v.
Since the kink field is static, it makes sense to speak about fermion

energy in that background field. In other words, solutions of the Dirac
equation in the external static field ϕ(x1) can be sought in the form

ψ(x0, x1) = eiωx0
ψω(x1). (15.5)

The wave function with fixed energy satisfies the equation

HDψω = ωψω(x1), (15.6)

where the Dirac Hamiltonian is equal to

HD = −iα ∂

∂x1 + hϕ(x1)β, (15.7)

and the matrices α and β have the form β = γ0 = τ1, α = γ0γ1 = −τ3.
If the field ϕ is in the ground state, ϕ = v, then the Hamiltonian

describes a free fermion with mass m = hv. In the external field of the
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kink, a fortiori, there exist fermion states in a continuous spectrum with
energies greater thanm, and there may exist (and as we shall see now, there
indeed do exist) discrete levels with energies less than m. In any case, if
one considers fermions with energies of the order of m, their presence will
have a small effect on the kink field, if the energy of the kink field itself is
significantly greater than m. Thus, our approximation, in which the kink
field is assumed to be external, and the effect of the fermions on the kink
small, is valid for

Mk � hv, (15.8)

where Mk is the mass of the kink. In the model with scalar potential
V (ϕ) = λ(ϕ2 − v2)2, we have Mk ∼ √

λv3 (see Section 7.1) and
equation (15.8) has the form

v2 � h√
λ
.

We shall consider precisely this case in what follows.
Let us turn to a discussion of the spectrum of the Dirac Hamiltonian

(15.7) in the kink background field ϕ = ϕk(x1). The key point for what
follows is the existence of a zero mode, a localized state with energy
ω = 0 (Dashen et al. 1974a). For ω = 0, equation (15.6) in terms of
the components of the column (15.2) has the form

i∂1ψ1 + hϕkψ2 = 0
−i∂1ψ2 + hϕkψ1 = 0

or, equivalently,

∂1(ψ1 − iψ2) + hϕk(ψ1 − iψ2) = 0
∂1(ψ1 + iψ2) − hϕk(ψ1 + iψ2) = 0.

It is clear from these equations that the combinations (ψ1 ± iψ2) are equal
to

(ψ1 ± iψ2) = A± exp

[
±

∫ x1

0
hϕk(x1)dx1

]
,

where A± are, for the present, arbitrary constants. If we now recall the
asymptotics of the kink field (15.3), we obtain that for large |x1|,

∫ x1

0
hϕk(x1)dx1 ∼ hv|x1|.

Thus, the combination (ψ1 + iψ2) increases exponentially as |x1| → ∞
(if A+ �= 0), and the combination (ψ1 − iψ2) decreases exponentially as
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x1 → +∞, and also as x1 → −∞. Consequently, there is precisely one
normalizable fermion mode, for which (ψ1 + iψ2) = 0, i.e. A+ = 0. In
terms of two-component spinor the wave function of the zero mode is equal
to

ψ
(k)
0 = A

(
1
i

)
exp

[
−

∫ x1

0
hϕk(x1)dx1

]
, (15.9)

where A is a normalization constant.
It is clear that the zero mode ψ(k)

0 must be invariant under C-conjugation
(up to a phase factor); if this were not the case, then the C-conjugate
function

ψ(c) = C
[
ψ

(k)
0

]∗

would be another solution of the Dirac equation with zero energy.1 The
invariance of the zero mode under C-conjugation is not difficult to check
explicitly.

Problem 1. Show by direct computation that the wave function (15.9) is
invariant under C-conjugation (up to a phase factor).

The fermion zero mode in the antikink background field can be found
using the property (15.4). It follows from this property that under spatial
reflection (with matrix P = γ0) the Dirac equation in the kink background
field becomes the Dirac equation in the antikink background field. Thus,
the spectrum of the eigenvalues of the Dirac operator in the antikink
background field is the same as the spectrum of the Dirac operator in
the kink background field, and the eigenfunctions are, correspondingly,
interrelated by a P -transformation. In particular, the zero mode in the
antikink background field is equal to

ψ
(a)
0 = −iPψ(k)

0 (−x1)

(the factor (−i) is introduced for convenience), or, in explicit form

ψ
(a)
0 = A

(
1
−i

)
exp

[∫ x1

0
hϕa(x1)dx1

]
, (15.10)

where we have used the explicit form of the matrix P = γ0 and the property
(15.4).

Problem 2. Show by direct computation that the function (15.10) is
the unique solution of the Dirac equation with zero energy in the antikink
background field.

1The fact that the Dirac equation (15.1) is invariant under C-conjugation in the
presence of a real external field ϕ(x1) is verified in complete analogy with Section 14.1.
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Problem 3. Show that, in the presence of topologically trivial static
external fields ϕ(x1) (such that ϕ(x1 → ±∞) = v), there are no fermion
zero modes.

Let us now discuss the consequences of the existence of the fermion mode
with zero energy in the kink background field. In the first place, there are
two degenerate states of the system in the solitonic sector. In one of these
the fermion level corresponding to the zero mode is populated, in the other
it is not; since the energy of the fermion at the zero level is equal to zero,
the total energies (masses) of these states are identical. The difference
between the fermion numbers of these states is equal to one,

N
(k)
f −N (k)

e = 1, (15.11)

where N (k)
f denotes the fermion number of the state with the filled zero

level in the kink background field and N
(k)
e is the fermion number of the

state with the empty zero level. Analogously, there are two degenerate
states of the antikink, and the difference between their fermion numbers is
also equal to one,

N
(a)
f −N (a)

e = 1.

Let us show that one should assign half-integer fermion numbers to the
corresponding states

N
(k)
f = N

(a)
f =

1
2

N (k)
e = N (a)

e = −1
2
. (15.12)

Let us first note that because of the symmetry of the theory under spatial
reflection the fermion numbers of states of the same type are equal for the
kink and the antikink,

N
(k)
f = N

(a)
f

N (k)
e = N (a)

e . (15.13)

Let us now consider a Gedanken experiment, in which a kink–antikink pair
is created adiabatically slowly. The scalar field in this process changes with
time, as shown in Figure 15.1. We are interested in the behavior of the
system of fermion levels with time, in this process. In other words, at a fixed
moment of time x0, we need to find the eigenvalues of the Dirac Hamiltonian
in the external field ϕ(x1, x0), where x0 is viewed as a parameter, i.e. to
solve the eigenvalue problem[

−iα ∂

∂x1 + hϕ(x0, x1)β
]

= ω(x0)ψ.
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The set of eigenvalues ω(x0) is the desired system of fermion levels; it
depends on x0 as a parameter, i.e. the levels move (adiabatically slowly)
with time.

ϕ

x1

v

ϕ

x1

v

ϕ

x1

v

ϕ

x1

v

−v−v

Figure 15.1.

By virtue of the C-symmetry, positive and negative levels move
symmetrically: if at a given moment of time x0 there is a positive level with
energy ω, then there is also a negative level with energy (−ω). Initially,
the system of levels corresponds to the free fermions with mass m = hv.
At the end of the process, when the kink and the antikink move an infinite
distance apart, the system has two levels with zero energy. Thus, the
system of fermion levels changes with time, as shown in Figure 15.2.

Suppose that at the beginning of the process the system of fermions is in
the Dirac vacuum: all levels with negative energy are filled, and all levels
with positive energy are empty. In this case, the fermion number of the
system is equal to zero. When the external field changes, fermions do not
jump from level to level. Consequently, in the final state, all negative levels
and a single zero level will be filled. This may be the level localized in the
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x0

ω

m

−m

Figure 15.2.

kink or the level localized in the antikink (actually, these two possibilities
are each realized with probability 1

2 , which is evident from P -invariance).
At the same time, the total fermion number of the system does not change,
i.e. at the end of the process it remains equal to zero, as before. If, for
example, the filled zero level is localized in the kink, and the level in the
antikink is empty, then the fact that the fermion number is equal to zero
in the final state means that

N
(k)
f +N (a)

e = 0.

Together with equations (15.11) and (15.13), this leads to half-integer
fermion numbers (15.12).

If the fermions carry an electric charge e (and the scalar field is
electrically neutral), then we must conclude that the electric charge of
a kink with a filled zero fermion level is equal to 1

2e (and the charge
of a kink with an empty zero level is equal to (−1

2e))! At first glance,
this conclusion is paradoxical, since the system contains no elementary
excitations (particles) with half-integer electric charge. The resolution of
this apparent paradox lies in the fact that the Dirac sea in the external
field ϕ(x1) can carry an electric charge, which is not necessarily integer;
the Dirac sea is said to be polarized. This statement is supported by
direct computation of the electric charge (and the fermion number) of the
Dirac sea in the kink background field; this calculation is carried out in the
framework of quantum field theory, and we shall not present it here.
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15.2 Level crossing and non-conservation of
fermion quantum numbers

In this section we shall consider a very simple model, in which the
phenomenon of fermion level crossing and the associated non-conservation
of fermion quantum numbers occurs, namely, the theory of two-dimensional
massless fermions, interacting with an Abelian (external) gauge field.
The phenomenon of level crossing is closely related to the quantum
anomaly (Adler 1969, Bell and Jackiw 1969) in the divergence of the
corresponding fermionic current; therefore, the resulting non-conservation
of fermion quantum numbers, being of a non-perturbational nature, is
sometimes said to be anomalous. The anomalous non-conservation of
fermion numbers was discovered in the context of instanton processes by
’t Hooft (1976a,b), who used a very different formalism from that studied
in this and forthcoming sections (the Euclidean path integral formalism, in
which the non-conservation of fermion quantum numbers arises as a result
of the existence of Euclidean fermion zero modes). An interpretation of ’t
Hooft’s mechanism in terms of fermion level crossing was given by Callan
et al. (1978) and Kiskis (1978). Two-dimensional models were considered
from this point of view by Nielsen and Ninomiya (1983) and Ambjorn et
al. (1983). In the following chapters we shall see that anomalous non-
conservation of fermion quantum numbers is inherent in a number of
systems in four-dimensional space–time; its consequences are interesting
from the point of view of both particle physics and cosmology.

We recall that free massless fermions in two-dimensional space–time are
described by a two-component wave function

ψ =
(
χ

η

)
,

satisfying the Dirac equation

iγµ∂µψ = 0, µ = 0, 1.

As before, we shall use the representation (14.15) of the two-dimensional
Dirac matrices, γ0 = τ1, γ1 = iτ2. In this representation the free equations
for χ and η decouple,

(i∂0 − i∂1)χ = 0, (15.14)
(i∂0 + i∂1)η = 0. (15.15)

The general solution of equation (15.14) is an arbitrary complex function
of the variable x0 + x1, i.e. χ = χ(x0 + x1). Thus, χ is a wave (generally
speaking, not a plane wave), moving to the left. Analogously, η(x0 − x1),
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the solution of (15.15), is a wave moving to the right. We shall say that χ
describes left fermions (fermions moving to the left), and that η describes
right fermions.

For the sequel, it is convenient to suppose that one-dimensional space has
a finite length L, at whose ends periodic boundary conditions are imposed.
Solutions of the Dirac equation with fixed energy ω have the form

χω = e−iωx0+ikx1
, ω = −k

ηω = e−iωx0+ikx1
, ω = +k, (15.16)

where in both cases the momentum k takes a discrete set of values,

k =
2π
L
n, n = 0,±1,±2, . . . . (15.17)

The energy spectrum ω is essentially gapless (the first level is separated
from zero by a gap of width 2π/L), there are no degeneracies.

Since the equations for left and right fermions decouple, it makes sense
to speak of the left fermion number NL and the right fermion number
NR, which are separately conserved. For example, NL is the difference
between the number of fermions moving to the left and the number of
antifermions (holes in the Dirac vacuum), also moving to the left. One
state of a fermion system is shown in Figure 15.3. Instead of NL and NR,
one can introduce the conserved total fermion number NF = NL +NR and
chirality Q5 = NL −NR.

Suppose now that the fermions interact with the Abelian gauge field Aµ

of the group U(1) and carry a charge e. By analogy with four-dimensional
electrodynamics, we shall call Aµ the electromagnetic vector potential. In
fact, this has nothing to do with magnetism: the only non-zero component
of the strength tensor F01 = −F10 corresponds to the electric field F01 =
−E. The Dirac equation in the external field Aµ(x0, x1) is obtained, as
usual, by replacing ordinary derivatives by covariant ones. For the left and
right components we have the equations

[i(∂0 − ieA0) − i(∂1 − ieA1)]χ = 0 (15.18)
[i(∂0 − ieA0) + i(∂1 − ieA1)]η = 0. (15.19)

One might think that NL and NR are individually conserved, as before,
since the left and right components of the fermion wave functions do not
mix with each other. We shall show that that is not always the case.

As a simple example, let us consider a process in which the system
of fermions is placed for some period of time in a spatially homogeneous
electric field, oriented along x1 in the positive direction; the electric field
vanishes as x0 → ±∞. Suppose that at the beginning of the process the
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RightLeft

ω

Figure 15.3. State of a fermion system with NL = 2 and NR = −1. The
open circles denote empty levels in the Dirac sea, and the closed circles
denote occupied levels.

fermions are in the ground state, the Dirac vacuum. When the electric
field is switched on, Dirac sea fermions of type η, moving to the right, will
acquire energy. Some of them will begin to have positive energy. After
the electric field is switched off, these fermions will have positive energy
as before, i.e. some positive levels will be filled and real right fermions will
appear in the system. Conversely, Dirac sea fermions of type χ, moving
to the left, will lose energy in the electric field, i.e. their energy ω will in
time become increasingly negative. This means that some negative levels
of the left fermions will be empty at the end of the process, i.e. the system
will have new holes, left antifermions. The initial and final states of the
system are shown in Figure 15.4. Thus, the left fermion number NL in
this process will decrease, and the right fermion number will increase, NL

and NR will not be individually conserved. For a quantitative description
of this process, let us choose the gauge of vector potentials, where A0 = 0
and A1 = A1(x0). The electric field is equal to

E = −∂0A1(x0). (15.20)

In the beginning of the process A1(x0 = −∞) = 0, and at its end

A1 = constant ≡ −µ
e
, x0 → +∞. (15.21)
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Let us solve equations (15.18) and (15.19) in this background field.
Solutions which have energy ω in the beginning of the process, have the
form

χ = constant · exp

[
−iω(x0 + x1) − ie

∫ x0

−∞
A1(t)dt

]

η = constant · exp

[
−iω(x0 − x1) + ie

∫ x0

−∞
A1(t)dt

]
.

As x0 → ∞ these solutions are characterized by energies (ω−µ) and (ω+µ),
respectively,

χ = constant · e−i(ω−µ)x0−iωx1
, (15.22)

η = constant · e−i(ω+µ)x0+iωx1
. (15.23)

The fact that the absolute value of the momentum for these solutions does
not coincide with the energy is explained by the presence of the non-zero
vector potential (15.21) at the end of the process. This vector potential
can be eliminated by the gauge transformation Aµ → Aµ + 1

e∂µα, ψ →
eiαψ = ψ′ with α = µx1. As a result the gauge transformed wave functions
at the end of the process will have the usual form

χ′ = constant · e−i(ω−µ)(x0+x1),

η′ = constant · e−i(ω+µ)(x0−x1).

At the beginning of the process, all levels with ω ≤ 0 are filled. It follows
from (15.22) and (15.23) that at the end of the process all left levels with
energy less than (−µ) and all right levels with energy less than (+µ) will
be filled. Left levels in the energy interval (−µ, 0) will be empty. Thus,
equal numbers of right fermions and left antifermions will be created in the
system, i.e.

∆NL = −∆NR. (15.24)

The total fermion number NF = NL + NR is conserved, but the chirality
Q5 = NL −NR changes.

To compute ∆NR, we take into account the fact that the energies of the
free fermions run over the values 2π

L n, n = 0,±1,±2, . . . (see (15.16) and
(15.17)), and that the levels are non-degenerate. At the end of the process,
real right fermions fill all levels with energies from 0 to µ, i.e. levels with

0 < n ≤ L

2π
µ.

There are L
2πµ of these levels; thus,

∆NR =
L

2π
µ. (15.25)
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Figure 15.4.

Taking into account (15.20) and (15.21), this equation can be given the
following form:

∆NR =
e

2π

∫
dx1dx0E (15.26)

or

∆NR = − e

4π

∫
d2xεµνFµν . (15.27)

The changes in the total fermion number and the chirality are given by

∆NF = 0 (15.28)

∆Q5 =
e

2π

∫
d2xεµνFµν . (15.29)

Thus, in this model one of the fermion quantum numbers, the chirality (the
difference between the number of left and right fermions) is not conserved,
and the change in the chirality in this process is given by equation
(15.29). We note that the right-hand side of (15.29) is proportional to
the topological number of the two-dimensional configuration of the gauge
field introduced in Section 13.3.

Equations (15.24) and (15.27) or, equivalently, (15.28) and (15.29), are in
fact very general. To show this, let us first consider a gauge field A1(x0, x1),
varying adiabatically in time and defining an electric field E(x0, x1) =
−∂0A1(x0, x1), which is switched off as x0 → ±∞. Otherwise the field
A1(xµ) is arbitrary; without loss of generality, we may suppose that at the
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beginning of the process A1(x0, x1) = 0, x0 → −∞. At the end of the
process A1(x0 → +∞, x1) is, in general, non-zero.

Solutions of the Dirac equation in an adiabatically slowly varying
external field have the form

ψ(x0, x1) = exp

[
−i

∫ x0

−∞
ω(t)dt

]
ψω(x0)(x1), (15.30)

where ψω(x0)(x1) is an eigenfunction of the instantaneous Dirac Hamil-
tonian

HD(x0)ψω(x0)(x1) = ω(x0)ψω(x0)(x1), (15.31)

where

HD(x0) = −iα[∂1 − ieA1(x0, x1)].

As before, α = γ0γ1 = −τ3. In equation (15.31), the time x0 must be
viewed as a parameter. Equations (15.30) and (15.31) imply that in the
course of the process the energies ω(x0) of the fermion levels vary (the
levels move), while the fermions remain at the same levels as they were
initially (there are no jumps from level to level). At the beginning and
the end of the process the electric field is switched off, thus the systems
of fermion levels coincide; these are the systems of levels of the free Dirac
Hamiltonian. At the same time, the movement of the fermion levels may
be non-trivial; we shall now see that the left and right levels may move
as shown in Figure 15.5. Some levels may cross zero and move from the
region of negative2 ω to the region of positive ω (in Figure 15.5, these are
the two right fermion levels). If, for example, the initial state of a fermion
system is the Dirac vacuum, as shown in Figure 15.5 for right fermions,
then in the final state, there will exist real fermions, and the number of
real fermions will be equal to the number of levels crossing zero from below.
Some levels may cross zero from above and move from the region of positive
ω to the region of negative ω. These levels will be empty in the final state
(if the initial state is the Dirac vacuum), i.e. antifermions will appear in
the system. Thus, the change in the right fermion number in this process
will be equal to

∆NR =
(

Number of right levels
crossing zero from below

)
−

(
Number of right levels

crossing zero from above

)

and analogously for ∆NL. Clearly, this equation does not depend on the
initial state, and this is illustrated in Figure 15.5 for left fermions (∆NL =
−2 in Figure 15.5).

2We assign the zero level to the Dirac sea; this is a matter of convention, which is not
important for what follows. In the limit of infinite spatial size this subtlety is irrelevant.
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Figure 15.5.

Let us mention one subtlety. The spectra of the fermions will indeed
coincide at the beginning and the end of the process if the final field
A1(x0 → +∞, x1) can be made equal to zero by a non-singular gauge
transformation with gauge function eiα(x1), periodic in space with period L.
For this we require (see Section 13.3), the quantity

n =
e

2π

∫ L/2

−L/2
A1(x0 → ∞, x1)dx1,

which is the topological number of the gauge vacuum in the final state,
to be an integer. We recall that n is related to the topological number
of a two-dimensional configuration of the gauge field (we set A1 = 0 for
x0 → −∞),

q =
e

4π

∫
d2xεµνFµν .

It is precisely the cases in which q is an integer which we shall consider in
what follows.

In order to relate ∆NR and ∆NL to q, we shall solve equation (15.31).
For right and left fermions the solutions have the form

ηω(x0)(x1) = exp

[
iω(x0)x1 + ie

∫ x1

0
A1(x0, x1)dx1

]

χω(x0)(x1) = exp

[
−iω(x0)x1 + ie

∫ x1

0
A1(x0, x1)dx1

]
.
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The conditions for periodicity of the wave functions η and χ at the
boundaries of the space are satisfied if

right : ωn(x0)L+ e

∫ L/2

−L/2
A1(x0, x1)dx1 = 2πn

left : ωn(x0)L− e

∫ L/2

−L/2
A1(x0, x1)dx1 = 2πn, n = 0,±1,±2, . . . .

Thus, the energies of fermions in the nth level at time x0 are equal to:

right : ωn(x0) =
2πn
L

− e

L

∫ L/2

−L/2
A1(x0, x1)dx1 (15.32)

left : ωn(x0) =
2πn
L

+
e

L

∫ L/2

−L/2
A1(x0, x1)dx1. (15.33)

Hence it is clear that, for q �= 0, the levels indeed move as shown in
Figure 15.5. As x0 → −∞ we have ωn = 2πn

L , and as x0 → +∞ this
level will occupy the position of the (n ± q)th level of free fermions (the
upper sign relates to left fermions, the lower sign to right ones),

ωn(x0 → +∞) =
2π(n± q)

L
.

We conclude that the difference between the number of levels crossing zero
from below and from above is equal to q for left fermions and to (−q) for
right ones. Consequently,

∆NR = −q (15.34)
∆NL = q, (15.35)

which agrees with the formula for a spatially homogeneous field.
Finally, let us drop the requirement for adiabatic change of the field

A1 with time. In the non-adiabatic situation, jumps of fermions from
level to level are possible, but the movement of the levels themselves is
given, as before, by formulae (15.32) and (15.33). It is significant that
left-hand fermions cannot jump to right levels and vice versa, since the
Weyl equations for left and right fermions decouple. All that can happen
in the final state, in comparison with the adiabatic case, is the occurrence
of a certain number of additional right fermions in the real state (with
ω > 0) and the same number of holes in the Dirac sea of right fermions
(and analogously for left ones). This has no effect on the right (and left)
fermion numbers of the final state, since they are defined as the difference
between the number of fermions with ω > 0 and the number of holes in the
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Dirac sea (antifermions). We conclude that formulae (15.34) and (15.35)
(or, equivalently, (15.28) and (15.29)) are of a general nature, if the gauge
field is in the vacuum state at the beginning and end of the process (and
even in the more general situation, when the configurations of the field
A1 at the beginning and end do not depend on time and differ only by a
non-singular and periodic gauge transformation).

Several remarks are in order.

1. We have said nothing about the reasons why the gauge field
A1(x0, x1) arises, or about whether it interacts with other bosonic
fields: the only thing that was important for us was that at the
beginning and end its configuration corresponds to topologically
distinct vacua. This field may arise in the Abelian Higgs model at zero
temperature as a result of the tunneling process (instanton). Thus,
the instanton transition in the Abelian Higgs model with massless
fermions leads to non-conservation of chirality (for one instanton
q = 1 and the chirality changes by ∆Q5 = 2). In the Abelian Higgs
model at a finite temperature, the field A1(x0, x1) may occur as a
result of a thermal jump (via the sphaleron); this process in the
theory with fermions also leads to non-conservation of chirality.

2. In any case, non-conservation of chirality requires “large” fields: small
perturbations of A1 do not lead to transitions between topologically
distinct vacua.

3. If the model had only right fields and the left component of ψ were
completely absent (two-dimensional Weyl fermions), then we would
have to deduce non-conservation of electric charge. Indeed, we have
asserted that the electric charge of the Dirac sea is zero, thus, for a
system of right Weyl fermions the electric charge is equal to

Q = NR.

Non-conservation of NR would mean non-conservation of electric
charge. However, electrodynamics with a non-conserved electric
charge is inconsistent (Maxwell’s equations are only self-consistent
when the current vector is conserved ∂µjµ = 0). Thus, we conclude
that the theory of electrically charged Weyl fermions is inconsistent
in two-dimensional space–time.

In quantum field theory one can construct operators of left and right
fermion currents

jL
µ = ψ̄γµ 1 + γ5

2
ψ

jR
µ = ψ̄γµ 1 − γ5

2
ψ,
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where γ5 = −γ0γ1 = τ3 in two-dimensional space–time. The left and
right fermion number operators have the form

NL,R =
∫
jL,R
0 dx1.

In quantum field theory, it is demonstrated that the currents jL
µ and

jR
µ are not conserved (analogue of the triangle anomaly of Adler, Bell

and Jackiw, which occurs in four-dimensional space–time):

∂µj
L
µ =

e

4π
εµνFµν (15.36)

∂µj
R
µ = − e

4π
εµνFµν . (15.37)

Equations (15.34) and (15.35) are evidently integrals of the identities
(15.36) and (15.37) over space–time. It is clear from equation (15.37)
that two-dimensional electrodynamics with only right fermions is
inconsistent.

4. In the model we considered, chirality is violated and the total fermion
number is conserved. However, it is not difficult to construct a model
in which the total fermion number NF = NL +NR is not conserved,
see the problem at the end of the section.

5. The fact that the difference between the numbers of right levels
crossing zero from above and below is equal to the topological number
q of the gauge field configuration (or of configurations, differing at
the beginning and the end by a gauge transformation) is a very
simple version of the Atiyah–Patodi–Singer theorem. The possibility
of proving this fact by direct solution of the Dirac equation is a
specific property of the simple two-dimensional model considered in
this section.

One may have the impression that level crossing is possible only for
massless fermions. In fact, this is not the case: level crossing and the
non-conservation of fermion quantum numbers can occur also when the
fermions acquire a mass as a result of the Yukawa interaction with the
Higgs fields (this mechanism of mass generation was discussed at the end
of Section 14.3). As an example, let us consider the Abelian Higgs model
in two-dimensional space–time and introduce into it fermions interacting
with the Higgs field à la Yukawa.

The Lorentz and gauge-invariant action can be written down, by
introducing a charged right fermion χ and a neutral left fermion ξ (see
the example at the end of Section 14.3). Under gauge transformations, we
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shall have ϕ → eiαϕ, χ → eiαχ, ξ → ξ and the fermion action with the
Yukawa term can be chosen in the form

SF =
∫
d2x[χ+i(D0 +D1)χ+ ξ+i(∂0 −∂1)ξ−h(χ+ξϕ+ ξ+χϕ∗)], (15.38)

where, as before, Dµ = ∂µ − ieAµ. Here, we have used the explicit form of
the two-dimensional γ-matrices.

The equations, following from the action (15.38), have the form

i(D0 +D1)χ− hϕξ = 0 (15.39)
i(∂0 − ∂1)ξ − hϕ∗χ = 0. (15.40)

If the external fields take the vacuum values, Aµ = 0, ϕ = v, then
the system (15.39), (15.40) describes a free massive Dirac fermion in two-
dimensional space–time: it reduces to the free Dirac equation

iγµ∂µψ −mψ = 0

for the column

ψ =
(
ξ

χ

)
. (15.41)

Here, the fermion mass is equal to m = hv.
Let us now consider external fields A1(x0, x1), ϕ(x0, x1) in the gauge

A0 = 0. We shall assume that they interpolate between neighboring
topologically distinct vacua, i.e.

A1(x1) = 0, ϕ(x1) = v, for x0 → −∞

A1(x1) =
1
e
∂1α(x1), ϕ(x1) = eiα(x1)v, for x0 → +∞,

where

α(x1 → +∞) − α(x1 → −∞) = 2π

(since all fermions are massive, there is no need to consider the system
in space of finite length). We now raise the question as to whether or
not level crossing occurs in these external fields. In other words, we need
to analyze the spectrum of the instantaneous Dirac Hamiltonian for the
system (15.39), (15.40) in the given external fields. This Hamiltonian has
the form

HD =
(
i∂1 hϕ∗

hϕ −iD1

)
, (15.42)
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since for A0 = 0, equations (15.39), (15.40) are written down for the column
(15.41) in the form

i∂0ψ = HDψ.

We note that the Hamiltonian (15.42) is Hermitian, as it should be.
We shall solve only part of the problem, namely, we shall show (and

only for a certain class of configurations of fields A1 and ϕ) that the
instantaneous Hamiltonian (15.42) has eigenvalue zero for some x0. The
corresponding eigenfunction ψ0 decreases rapidly as x1 → ±∞; thus, we
shall not be worried about the boundary conditions for ψ0. In order to make
the problem more symmetric in time, we perform a gauge transformation
with gauge function −α(x1)

2 over all the quantities. Then, the external
bosonic fields will interpolate between static configurations of the form

A1(x1) =
1
e
∂1β−(x1), ϕ(x1) = eiβ−(x1)v, x0 → −∞

and

A1(x1) =
1
e
∂1β+(x1), ϕ(x1) = eiβ+(x1)v, x0 → +∞,

where β± = ±α(x1)
2 . Without loss of generality, we may suppose that

α(x1 → −∞) = 0 and α(x1 → +∞) = 2π. Then, at the beginning of the
process as x1 changes, the phase of the field ϕ changes from zero (when
x1 → −∞) to (−π) (when x1 → +∞). This means that, as x1 changes,
the initial field ϕ(x1) runs along a semicircle of radius v in the complex
plane, located in the lower half-plane. As x0 → +∞, the field ϕ(x1) runs
along a semicircle, located in the upper half-plane, and the whole process
proceeds as shown in Figure 15.6.

Let us restrict ourselves, for simplicity, to configurations which at some
moment of time (let us say x0 = 0) are described by real ϕ(x1) and have
A1(x1) = 0. At this moment of time (and for arbitrary x0) the field ϕ(x1)
changes from v to (−v), as x1 changes from −∞ to +∞. At x0 = 0, the
instantaneous Hamiltonian (15.42) is equal to

HD =
(
i∂1 hϕ∗

hϕ −i∂1

)
= −iα∂1 + βhϕ(x1).

It coincides with the Hamiltonian (15.1) in the antikink background field
and, as shown in Section 15.1, has a zero eigenvalue. Thus, in the system,
one of the fermion levels indeed crosses zero. We note that for level crossing,
the fact that the field ϕ takes zero value at some point (x0, x1) is important.

It is a good deal more complicated to show that the fermion number
changes exactly by unity in the external fields A1 and ϕ of the type in
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Figure 15.6. Evolution of field ϕ with increasing x0. Continuous curves
show “trajectories” of ϕ(x1) for x0 = −∞ (lower semicircle) and x0 =
+∞ (upper semicircle). Dashed curves show “trajectories” of ϕ(x1) at
intermediate times.

question. We shall not present the corresponding proof here. We note only
that at the level of quantum field theory the model contains an anomaly
of the type (15.37) in the fermionic current or, in integrated form,

∆NF = −q,
and that the calculation of the level crossing agrees with this formula.3

Problem 4. Consider massless two-dimensional fermions with axial
interaction to the gauge field of the group U(1). The Dirac equation has
the form

iγµDµψ = 0,
3The gauge current in this model also has an anomaly. To make the model self-

consistent one has to add other fermions to it.
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where ψ is a two-component column and Dµ is defined as Dµ = ∂µ−ieγ5Aµ.
As before, the matrix γ5 is equal to γ5 = −γ0γ1 = τ3. Note that the gauge
transformations over ψ have the form

ψ = eiαγ5
ψ.

Determine the behavior of the system of fermion energy levels in the
external field A1(x0, x1) with q �= 0. Show that the chirality in this model
is conserved, but that the total fermion number is not.
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Chapter 16

Fermions in Background
Fields of Solitons
and Strings in
Four-Dimensional
Space–Time

The purpose of this chapter is to discuss certain dynamical effects
associated with the behavior of fermions in background fields of
topological objects in four-dimensional space–time, namely ’t Hooft–
Polyakov magnetic monopoles (Sections 16.1 and 16.2) and strings,
i.e. Abrikosov–Nielsen–Olesen vortices (Section 16.3). These objects
themselves were described in Sections 9.1, 9.2 and 7.3, and we shall use
the notation introduced there. The interest in the matters considered in
this chapter is primarily due to the fact that monopoles and strings occur
in a natural way in theories of the grand unification of the strong, weak
and electromagnetic interactions (monopoles exist in practically all Grand
Unified Theories, while strings occur in a relatively narrow class of models).
Of course, these theories also contain fermions, at least the known quarks
and leptons. Thus, the study of the dynamics of fermions, interacting with
monopoles and strings, is important for the experimental search for these
objects, and also from the point of view of their possible role in the early
Universe.

351
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16.1 Fermions in a monopole background
field: integer angular momentum and
fermion number fractionalization

In this section and in the following sections, we shall consider a
simple model, containing ’t Hooft–Polyakov monopoles. This model (see
Sections 9.1 and 9.2) is based on the gauge group SU(2) and contains a
real triplet of Higgs fields ϕa. We recall that the ground state of bosonic
fields can be chosen in the form

Aaµ = 0 ϕa = vδa3. (16.1)

Here, the subgroup of electromagnetism U(1)e.m., whose gauge
transformations have the form

ω(x) = ei
τ3
2 α(x) (16.2)

remains unbroken. In a unitary gauge, fields A1
µ and A2

µ are massive, while
the massless electromagnetic field is described by the vector potential A3

µ.
For later reference, we again give the form of the monopole solution

(9.10) in a regular gauge:

ϕa = nav(1 −H(r)), (16.3)

Aai =
1
gr
εaijnj(1 − F (r)), (16.4)

where the radial functions satisfy the boundary conditions

F (0) = H(0) = 1 (16.5)
F (∞) = H(∞) = 0.

We shall again use the fact that in the gauge (16.3) the unbroken subgroup
of electromagnetism (which makes sense far away from the core of the
monopole) is not defined by formula (16.2), but by the transformations

ω(x) = exp
[
i
τana

2
α(x)

]
, (16.6)

where na = xa/r are components of the unit radius vector in three-
dimensional space.

Let us include in the model fermions, which form a doublet with
respect to the gauge group SU(2). In this section, we shall consider Dirac
fermions, containing both left- and right-handed components, and we shall
include the Yukawa interaction with the Higgs field ϕa. The corresponding
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construction was described in Section 14.3, therefore, we shall immediately
write down the Dirac equation (14.54):(

iγµDµ − h
τa

2
ϕa

)
ψ = 0. (16.7)

We note that we have set the explicit mass parameter m in (14.54) equal
to zero. As usual for the doublet representation of SU(2), the covariant
derivative in (16.7) is

Dµ = ∂µ − ig
τa

2
Aµ. (16.8)

Let us in the first place find the masses and electric charges of fermions
in the vacuum (16.1). For this, in the covariant derivative (16.8), we retain
only the electromagnetic field A3

µ and we set ϕa = vδa3. Then equation
(16.7) will have the form[

iγµ
(
∂µ − ig

τ3

2
A3
µ

)
− h

τ3

2
v

]
ψ = 0.

The equations for the upper and lower components of the SU(2)-doublet

ψ =
(
ψ1

ψ2

)

decouple and have the form[
iγµ

(
∂µ − i

g

2
A3
µ

)
− h

v

2

]
ψ1 = 0[

iγµ
(
∂µ + i

g

2
A3
µ

)
+ h

v

2

]
ψ2 = 0. (16.9)

Clearly, the fermions ψ1 and ψ2 have the same mass

mF =
hv

2
, (16.10)

the fermion ψ1 has electric charge (+ g
2 ) and the fermion ψ2 has charge

(− g
2 ). We note that the non-standard sign of the mass term in equation

(16.9) does not affect the energy spectrum of the fermion ψ2, as can be
seen from the result of the following problem.

Problem 1. Find a unitary matrix U such that the wave function ψ′
2 =

Uψ2 satisfies the equation[
iγµ

(
∂µ + i

g

2
A3
µ

)
− h

v

2

]
ψ′

2 = 0,

if ψ2 satisfies the equation (16.9).
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Thus, the model has two types of fermions with opposite electric charges
and the same mass.

Let us now consider equation (16.7) in the external monopole field (16.3),
(16.4). The first notable property of this equation is the existence of an
integer angular momentum for the fermions (Dereli et al. 1975; Jackiw and
Rebbi 1976b; Hasenfratz and ’t Hooft 1976). Indeed, the external monopole
field is invariant under spatial rotations, supplemented by rotations in the
“internal” space, see (9.6). Thus, the conserved quantity for the Dirac
equation in the background monopole field is not the usual fermion angular
momentum, but a combination which includes generators of the gauge
group SU(2),

Ja = La + sa +
τa

2
, a = 1, 2, 3, (16.11)

where the orbital and spin momenta of the fermion have the usual form

La = −iεabcxb∂c,
sa =

1
2

(
σa 0
0 σa

)
;

here, σa are Pauli matrices acting on the Lorentz indices of the left- and
right-handed components of the fermion (whereas τa are Pauli matrices
acting on the internal, isotopic indices of the SU(2)-doublet). To check the
conservation of Ja explicitly, let us write equation (16.7) in the external
fields (16.3), (16.4) in the form

i
∂ψ

∂x0 = HDψ.

The quantum-mechanical Hamiltonian here is equal to

HD = −iαaDa + βh
τa

2
ϕa, (16.12)

where αa and β are standard matrices (14.5), acting on the Lorentz indices.
The fact that Ja commutes with HD,

[Ja,HD] = 0, (16.13)

is verified by direct computation.
Indeed, let us compute the commutator [La,HD]. Carrying the

derivatives to the right, we obtain

[La,HD] = −iεabcxb
[
(−i)

(
−ig τ

d

2
αm∂cA

d
m

)
+ βh

τd

2
∂cϕ

d

]
,
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which for the external fields (16.3), (16.4) gives

[La,HD] =
i

2r
(1−F )(τaαbnb−αaτ bnb)− ih

v

2
(1−H)βεabcnbτ c+εabcα

b∂c.

(16.14)
Now, the commutator of sa with HD is equal to

[sa,HD] = −i[sa, αm]Dm +
h

2
τ bϕb[sa, β].

Using the explicit form of the matrices sa, αm and β, we obtain

[sa,HD] = −εabcαb∂c − i

2r
(1 − F )(τaαmnm − naτmαm). (16.15)

Finally, the commutator of sa with HD is equal to[
τa

2
,HD

]
= (−i)

(
−igαmAbm

[
τa

2
,
τ b

2

])
(16.16)

= − i

2r
(1−F )(αaτ bnb−naαmτm)+

hβ

2
iεabcϕ

bτ c.

The sum of the quantities (16.14), (16.15) and (16.16) is equal to zero,
which proves (16.13).

The quantum-mechanical operators (16.11) obey the commutational
relations of the angular momentum

[Ja, Jb] = iεabcJ
c. (16.17)

One somewhat unusual property of this angular momentum is that it
contains the isospin operator τa

2 (“spin from isospin”). This property
means, according to the rule for composition of momenta, that the angular
momentum Ja is integer valued, despite the fact that we are dealing with
fermions.

Problem 2. As discussed in Section 9.2, far from the center of the
monopole, its configuration can be brought to a unitary gauge by a gauge
transformation. Then, only the electromagnetic potential A3

µ will be non-
zero. Find an expression for conserved angular momentum of the fermion
far from the center of the monopole in the unitary gauge; express it in
terms of the fermion electric charge. Show, by explicit computation, that
the commutational relations (16.17) are satisfied for the angular momentum
obtained.

For the sequel, it is convenient to make a change of variables in the Dirac
equation. We recall that the wave function ψ contains eight components
ψκi, where κ = 1, . . . , 4 is the Lorentz index and i = 1, 2 is the isotopic
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index (index, corresponding to the SU(2) gauge symmetry). The Dirac
matrices αa and β act on the index κ, and the isotopic matrices τa act on
the index i,

(τaψ)κi = τaijψκj .

It is convenient to interpret ψκi as a 4 × 2 matrix; here, the action τa is
written in the form (ψταT )κi, where the brackets contain the product of
a 4 × 2 and a 2 × 2 matrix. A convenient change of variables involves the
introduction of the matrix ψ̃κi (also 4 × 2) according to the rule

ψκi = ψ̃κjεji, (16.18)

where, as usual, εij is an antisymmetric tensor of rank two. Then

ψτaT = ψ̃ετaT = −ψ̃τaε,

where all the products are matrix products, and ε is a 2 × 2 matrix with
matrix elements εij . The substitution (16.18) is convenient because we
eliminate the transposed Pauli matrices: the Dirac equation in terms of ψ̃
has the form

i
∂ψ̃

∂x0 = −iαa∂aψ̃ +
g

2
Aba(α

aψ̃τ b) − hϕa(βψ̃τa), (16.19)

where the expressions in brackets have to be understood in the sense of
matrix products. Analogously, the action of the operator Ja has the form

Jaψ̃ = −iεabcxb∂cψ̃ + saψ̃ − ψ̃
τa

2
.

We note that this change of variables and the rewriting of the Dirac
equation in matrix form (16.19) are convenient not only in the case of
a monopole, but also for other external fields.

The operator Ja does not intermix the left- and right-handed
components of the wave function ψ: if the original wave function ψ is
represented in the form

ψ =
(
χ

η

)
,

where χ and η are the left- and right-handed components, respectively,
then the operator Ja will act as follows:

Jaψ =
(
jaχ

jaη

)
,



16.1 Fermions in a monopole background field 357

where
ja = La +

1
2
σa +

1
2
τa. (16.20)

In terms of the transformed function ψ̃ we will have

ψ̃ =
(
χ̃

η̃

)
,

where χ̃ and η̃ are 2× 2 matrices. Here, the operator ja acts on χ̃ and η̃ as

jaχ̃ = −iεabcxb∂cχ̃+
1
2
(τaχ̃− χ̃τa). (16.21)

Since we are using the matrix formulation, we have unified the notation for
the Pauli matrices in (16.21): instead of σa we use τa. The action of ja

on η̃ coincides literally with (16.21). Taking into account the explicit form
(14.5) of the matrices αa and β, equation (16.19) can be written in terms
of the left- and right-handed components in the form of the system

i
∂χ̃

∂x0 = iτa∂aχ̃− g

2
Aab (τ

bχ̃τa) − h

2
ϕa(η̃τa), (16.22)

i
∂η̃

∂x0 = −iτa∂aη̃ +
g

2
Aab (τ

bη̃τa) − h

2
ϕa(χ̃τa).

Wave functions with zero angular momentum Ja = 0 are of particular
interest.

As far as their explicit construction is concerned, we note that, according
to (16.20), the operator ja is, formally speaking, a sum of three angular
momentum operators. According to the rule for the composition of
momenta, there are two eigenfunctions with ja = 0, one of which has
l = 0, and the other l = 1. The first wave function χ0,0 does not depend
on angles, and the sum of the spin and isospin momenta for it is equal to
zero. In terms of the function χ̃0,0, this last property means (see (16.21))
that

[τa, χ̃0,0] = 0,

i.e.

χ̃0,0 = 1 · u1(r, t),

where 1 is the unit 2 × 2 matrix, and u1 is a complex function of r and t.
The wave function with l = 1 is proportional to the unit radius vector na;
the requirement that it should be invariant under a combination of spatial
and isotopic rotations (i.e. ja = 0) immediately leads to the expression

χ̃0,1 = τanav1(r, t).
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Right-handed wave functions with zero angular momentum have precisely
the same form:

η̃0,0 = 1 · u2(r, t); η̃0,1 = τanav2(r, t). (16.23)

Thus, in the sector with zero angular momentum, we have, in the general
case

χ̃ = 1 · u1(r, t) + τanav1(r, t) (16.24)

and analogously for η̃.

Problem 3. Show by direct computation that jaχ̃0,1 = 0.
Let us show that, for h �= 0, there exists a normalizable eigenfunction of

the Dirac Hamiltonian (16.12) with zero eigenvalue; this is the zero mode,
completely analogous to that considered in Section 15.1. In other words,
we need to find a smooth, time-independent solution of equations (16.22)
which decreases rapidly as |x| → ∞. Clearly, the solution must be sought
in the sector with Ja = 0. Moreover, near the center of the monopole
we have Ai = 0, ϕ = 0, therefore the Dirac Hamiltonian reduces to the
free one. It will not contain a centrifugal barrier, if χ̃ and η̃ are angle
independent. These considerations suggest the Ansatz

χ̃ = 1 · u1(r); η̃ = 1 · u2(r), (16.25)

where u1(r) and u2(r) are two complex functions to be determined. The
fact that the Ansatz (16.25) “passes through” equation (16.22) is not
completely trivial: in the background fields (16.3), (16.4), the right-hand
sides of these equations are proportional to the matrix (τana), and the
equality to zero of the coefficients leads to precisely two equations for the
unknown functions u1(r) and u2(r),

i

(
u′

1 +
1 − F

r
u1

)
−mF (1 −H)u2 = 0, (16.26)

−i
(
u′

2 +
1 − F

r
u2

)
−mF (1 −H)u1 = 0,

where mF is given by formula (16.10).

Problem 4. Show that, for the Ansatz (16.25), equations (16.22) reduce
to the system (16.26).

The only decreasing solution of the system (16.26) is

u2 = −iu1 = C exp
{

−
∫ r

0

[
1 − F

r
+mF (1 −H)

]
dr

}
, (16.27)

where C is a normalization constant. Because of the property (16.5) this
solution is smooth as r → 0 and decreases as e−mF ·r/r, as r → ∞.
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Problem 5. Show that a second linearly independent solution of the
system (16.26) grows as r → ∞.

Problem 6. Write down a system of equations for time-independent wave
functions with Ja = 0 of general form (that is, suppose that v1(r) and
v2(r) are non-zero, see (16.24), (16.23)). Show that (16.27) is the unique
solution which is smooth at r = 0 and decreases as r → ∞.

The result of the last problem means that the Dirac Hamiltonian in
the monopole background field has exactly one zero mode, at least in the
sector with J = 0. In sectors with J �= 0 there are no zero modes; the
corresponding analysis is quite complex, and we shall not present it here.

In complete analogy with Section 15.1, the existence of a unique fermion
zero mode means that in the given model there are two degenerate
monopole states (Jackiw and Rebbi 1976b): in one of these the fermion
level with zero energy is occupied, in the other it is not. These states have
fermion numbers (+1

2 ) and (−1
2 ), respectively. Thus, the model of this

section demonstrates that the fermion number of topological solitons in
four-dimensional space–time can be fractional.

Problem 7. Show that the Dirac equation in arbitrary real external fields
is invariant under the following analogue of C-conjugation,

ψαi → ψcαi = (γ5C)αβεijψ∗
βj ,

where α = 1, . . . , 4 and i = 1, 2 are the Lorentz and internal indices, C
is the usual C-conjugation matrix (14.14). This operation clearly changes
the sign of the fermion energy. Show that the fermion zero mode found is
invariant under this operation. (Note that here we have a complete analogy
with Section 15.1).

16.2 Scattering of fermions off a monopole:
non-conservation of fermion numbers

In this section, we consider the asymptotic scattering states of massless
s-wave fermions (i.e. fermions with J = 0) in the presence of a magnetic
monopole. Taking into account additional considerations relating to the
conservation of electric charge, we show that the scattering of fermions
off a monopole must lead to non-conservation of the fermion numbers
(Rubakov 1981, 1982, Callan 1982). However, our simple analysis does
not allow us to identify the mechanisms for this non-conservation; in fact,
these mechanisms are highly complex and depend on the model, and their
description, in any case, requires an analysis in the framework of quantum
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field theory. In many Grand Unified Theories, the interaction of fermions
with monopoles leads to monopole catalysis of the proton decay, a process
of type

p+ monopole → e+ + monopole,

which must take place with a high probability (Rubakov 1981, Callan 1982).
This is a reason for the considerable interest in the questions discussed in
this section.

The model which we shall use differs from the model of Section 16.1 only
in the fact that the Yukawa interaction with the Higgs field is switched off,
i.e. h = 0. In the vacuum (16.1) the fermions have no mass. Since the
equations for the left- and right-handed components of the wave function
decouple, it makes sense to consider the Weyl equation for the left-handed
fermions in the field of a magnetic monopole. In terms of the matrix χ̃(x),
it has the form (see (16.22))

i
∂χ̃

∂x0 = iτa∂aχ̃− g

2
Aab τ

bχ̃τa. (16.28)

We shall be interested in the asymptotic (|x| → ∞) states of fermions.1

For large |x| the field Aab has the form

Aab (x) =
1
gr
εabcnc. (16.29)

Fermions with zero angular momentum are most interesting: their wave
functions have the form (16.24).

Furthermore, for large |x| the monopole field is purely electromagnetic.
This means that fermions with electric charges (+ 1

2g) and (−1
2g) behave

independently. In a regular gauge the fermion charge operator is equal to

Q =
1
2
τana,

as can be seen from (16.6). In terms of the function χ̃ we have

Qχ̃ = −1
2
(χ̃τa)na.

The states of the s-wave fermions with specific electric charges have the
form

Q = +
1
2

: χ̃+ = (1 − τana)u+, (16.30)

Q = −1
2

: χ̃− = (1 + τana)u−, (16.31)

1For h = 0, there is no normalizable fermion zero mode of the Dirac Hamiltonian.
This is clear from (16.27): for mF = 0, the right-hand side of (16.27) behaves as 1/r as
r → ∞.
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where u+ and u− are, for the moment, arbitrary complex functions. In the
general case the s-wave function is equal to

χ̃ = χ̃+ + χ̃−, (16.32)

and we expect that the equations for u+ and u−, following from (16.28),
will decouple in the external field (16.29). Indeed, by direct substitution
of expressions (16.32), (16.30) and (16.31) in equation (16.28), we obtain
in the field (16.29), separate equations for u+ and u−:

u̇+ = −
(
u′

+ +
1
r
u+

)
, (16.33)

u̇− = u′
− +

1
r
u−, (16.34)

where the dots and the primes denote differentiation with respect to time
and with respect to r, respectively.

Problem 8. Show that in the external field (16.4) with F �= 0, the equa-
tions for u+ and u− have the form

u̇+ = −
(
u′

+ +
1
r
u+

)
− 1
r
Fu−,

u̇− = u′
− +

1
r
u− +

1
r
Fu+.

The last terms in these equations mix components of the wave function
with different electric charges (this occurs because of the presence of charged
vector fields in the monopole core).

Solutions of equations (16.33) and (16.34) with a fixed energy have the
form

u+ =
1
r
e−iω(x0−r), (16.35)

u− =
1
r
e−iω(x0+r). (16.36)

We see that the wave functions of the left-handed fermions with positive
electric charge contain only outgoing waves, while the wave functions of
negatively charged left-handed fermions have only incoming waves!

One immediate consequence of the result (16.36) is the fact that s-
wave negatively charged fermions reach the core of the monopole with unit
probability. Even if the size of the monopole core is small in comparison
with the fermion wavelength (in other words, even for mv � ω, where
mv is the vector boson mass), s-wave fermions interact strongly with the
monopole core and probe its structure. This phenomenon is quite unusual:
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as a rule, the probability of the interaction of particles with an object of
small size is suppressed by this size. The reason why the opposite situation
occurs in our case ultimately lies in the strong interaction of charged
fermions with the long-ranged monopole magnetic field, which leads to
the effect of a type of fall on the center.

Let us now discuss in more detail the possible final state of the process,
when the negatively charged fermion in s-wave state is incident on the
monopole. Let us suppose that in the final state there is also one particle,
fermion or antifermion. First, we note that a negatively charged s-wave
fermion cannot occur in the final state, since the wave function (16.36) does
not contain outgoing waves. One option would be to convert the negatively
charged fermion to a positively charged one with wave function (16.35). At
the level of quantum mechanics in the external monopole field, precisely this
possibility is realized: the Dirac equation near the monopole core contains
terms which mix u− and u+ (see Problem 8). It is clear, however, that
here we have a case where approximation of the external bosonic field is
not appropriate. Indeed, because of the conservation of electric charge,
the transition u− → u+ must be accompanied by the appearance of an
electric charge on the monopole, the monopole must transfer to the dyon2

with charge (−g). The mass of this dyon is greater than the monopole
mass, and the scale of the mass difference is set by the mass of the vector
boson mv. Consequently, for low (in comparison with mv) energies of the
colliding fermion, the process

u− + monopole → u+ + dyon

is impossible because of conservation of energy. We have to search for other
versions of the final state.

In principle, an s-wave fermion may transfer to a fermion with the same
charge, but a different angular momentum. This possibility must also
be discarded at low energies of the colliding fermion: in such a process
the monopole would acquire angular momentum, which would also require
energy of scale mv (in addition, fermions with non-zero angular momentum
experience a centrifugal barrier, while the process must take place near the
monopole core).

It remains to search for negatively charged fermions or antifermions with
zero angular momentum, whose wave functions have the form of outgoing
spherical waves. If there are no right-handed fermions in the model then
the only candidate is a negatively charged antifermion, the antiparticle
to the fermion u+. We conclude that the properties of the asymptotic
states (16.35), (16.36), together with the laws of the conservation of energy,
angular momentum and electric charge require violation of the law of

2Precisely at this point, the assumption that the back reaction of fermions on the
bosonic fields can be neglected is violated.
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conservation of the fermion number (in transmutation of the fermion into
the antifermion) with unit probability in the s-wave sector!

In fact, the situation is even more complex. A model with gauge group
SU(2) and one left-handed fermion doublet does not exist at the level of
quantum field theory because of a global anomaly (Witten 1982). If we add
a second left-handed doublet

(u′
+
u′

−

)
, then there is no global anomaly, and the

theory is self-consistent. In this model, there is a possibility of anomalous
non-conservation of the fermion numbers, which we shall discuss in the
next chapter. Corresponding selection rules permit essentially a unique
final state for the process, in which a charged fermion of the first type u−
is incident in the s-wave state on the monopole; the process has the form

u− + monopole → (u′
+) + monopole,

where (u′
+) denotes the antiparticle to the positively charged fermion of

the second type.
If right-handed fermions are included in the model, then their wave

functions in the s-wave state will contain only incoming waves for a positive
electric charge and outgoing waves for a negative charge. Thus, the process
will take place without a change in the total fermion number

uL− + monopole → uR− + monopole. (16.37)

In this process, however, the number of left-handed fermions NL and the
number of right-handed fermions NR, which are conserved in weak fields,
are not conserved individually.3

Problem 9. Find asymptotic s-wave functions of right-handed fermions
in the background monopole field as |x| → ∞.

Thus, one characteristic property of the interaction of massless fermions
with a magnetic monopole is the non-conservation of the fermion numbers.
Even for low fermion energies and small monopole core sizes this happens
with a high probability: the cross section is determined by the probability
of having colliding fermions in an s-wave state, which is, roughly speaking,
of the order of unity (in fact, the cross section grows as the energy
decreases). As previously mentioned, in realistic Grand Unified Theories
this phenomenon leads to decay of the proton, induced by the monopole;
the cross section of this process is of the order of the hadronic cross sections
(and even greater), despite the fact that the size of the monopole core is
fantastically small (of the order of 10−30 cm).

3We note that the selection rule ∆NR = −∆NL = 1 for the process (16.37) is
analogous to the properties (15.34), (15.35). This analogy is not accidental: non-
conservation of the fermion numbers occurs in the models of this section and of
Section 15.2, by virtue of one and the same mechanism.
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16.3 Zero modes in a background field of a
vortex: superconducting strings

In Sections 15.1 and 16.1, we saw that in external fields of topological
solitons, there may exist fermion zero modes, the eigenfunctions of the
Dirac Hamiltonian with zero energy. In this section, we shall show that for
a specific choice of gauge and Yukawa interactions, fermion zero modes exist
in the field of a vortex4 (Jackiw and Rossi 1981). The situation where the
vortex is viewed as an extended one-dimensional object, a string, in four-
dimensional space–time is of particular interest. It is precisely this situation
which we consider in this section. In this case, the existence of zero modes
of the transverse part of the Dirac operator leads to the occurrence of
fermion states localized on the string, which may move freely along the
string. Strings in such models may be superconducting (Witten 1985); this
property is interesting from the point of view of possible astrophysical and
cosmological applications.

As an example, let us consider the vortex discussed in Section 7.3. The
model has a gauge symmetry U(1)R and a Higgs field ϕ with R-charge eR
(we have introduced the index R to distinguish the gauge group U(1)R from
the unbroken group of electromagnetism, which we shall introduce later;
the gauge field of the group U(1)R will be denoted by Bµ). The structure
of the vortex field has the form

ϕ(r, θ) = veiθF (r),

Bα(r, θ) = − 1
eRr

εαβnβB(r) (16.38)

B0 = B3 = 0.

Here α, β = 1, 2, r and θ are the radius and polar angle in the plane
x3 = constant, and nα = xα/r. The vortex field does not depend on x3,
the vortex is an infinite straight string, directed in space along the third
axis. The functions F (r) and B(r) have the following boundary values:

F (0) = B(0) = 0,
F (∞) = B(∞) = 1.

We note that we have changed the notation for the radial function of the
vector field from that of Section 7.3.

Let us now introduce fermions, interacting with bosonic fields. In fact,
we have already constructed a model with a non-trivial Yukawa interaction

4Fermion zero modes in the vortex field have been discussed in the context of two-
dimensional instantons in Nielsen and Schroer (1977a), Kiskis (1977), Ansourian (1977)
and by other authors.
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at the end of Section 14.3. Namely, suppose the left-handed fermion
component χ has R-charge (−1

2eR), and the right-handed component η
has charge (+ 1

2eR). Then the Dirac equation has the form of the system
(14.59), which we write down again for further reference:

iσ̃µD(−)
µ χ− hϕ∗η = 0 (16.39)

iσµD(+)
µ η − hϕχ = 0, (16.40)

where D(±)
µ = ∂µ ∓ i12eRBµ, and the constant h is real. In the background

of the vacuum state ϕ = v, Bµ = 0, this system describes fermions with
mass mF = hv. We note that systems of this type arise in certain Grand
Unified Theories.

In arbitrary external fields, the system (16.39), (16.40) has the property
of C-symmetry: if

ψ =
(
χ

η

)
(16.41)

satisfies this system, then ψC = Cψ∗ also satisfies this system of equations,
where the matrix C, as before, is defined by formula (14.14). In terms of
left- and right-handed components, the C-conjugation operation has the
form

χ → −εη∗, η → εχ∗. (16.42)

Problem 10. Show by explicit computation that the system (16.39),
(16.40) is invariant under the C-conjugation operation (16.42).

Let us now discuss solutions of the system of equations (16.39), (16.40)
in the external field of the string. Since the string fields (16.38) do not
depend on x0 and x3, a solution may be sought in the form

ψ(x0, x3;xα) = e−iωx0+ik3x3
ψT (xα). (16.43)

Our next task is to find properties of the energy spectrum ω and of the
corresponding eigenfunctions. Since far from the string the fields Bµ and
ϕ tend to their values in the ground state (up to a gauge transformation),
the part of the spectrum with |ω| > mF coincides with the spectrum of
the free Dirac equation, and the corresponding wave functions far from the
string are (gauge transformed) conventional plane waves. Besides these,
there may exist states with |ω| < mF , whose transverse wave functions
ψT (xi) are localized near the string. We shall be interested in precisely
this part of the spectrum in what follows.

Taking into account the fact that for the string B0 = B3 = 0, we obtain
the following equation for ψT from (16.39), (16.40),

(k3CT +DT )ψT = ωψT , (16.44)
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where

CT =
(−σ3 0

0 σ3

)
,

DT =

(
iσ̃αD

(−)
α hϕ∗

hϕ iσαD
(+)
α

)
(16.45)

are 4 × 4 matrices. The transverse part of the Dirac operator DT has a
number of important properties. The first of these has to do with the fact
that the string configuration is invariant under spatial rotations around
the third axis, θ → θ + α, supplemented by phase transformations ϕ →
e−iαϕ. Thus, the operator analogous to the third component of the angular
momentum is conserved (compare with section 16.1),

J3 = L3 + s3 −R, (16.46)

where, as usual, Li = −iεijkxj∂k (i, j, k = 1, 2, 3), i.e.

L3 = −iεαβxα∂β
is the third component of the orbital angular momentum,

s3 =
1
2

(
σ3 0
0 σ3

)

is the third component of the spin and

R =
1
2

(−1 0
0 1

)

is the R-charge operator.

Problem 11. Show by direct computation that the operator J3 commutes
with the Hamiltonian (k3CT +DT ) entering (16.44), if the external bosonic
fields have the form (16.38).

The second property is that the operators CT and DT anticommute,

CTDT +DTCT = 0. (16.47)

As we now see, this property enables us to relate the energy spectrum ω
to the spectrum of the operator DT .

Problem 12. Verify that equation (16.47) holds.
Now suppose that ψT,λ(xα) are eigenfunctions of the operator DT with

positive eigenvalues λ,

DTψT,λ(xα) = λψT,λ(xα).
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Then, by virtue of (16.47), the functions

ψCT

T,λ = CTψT,λ (16.48)

will be eigenfunctions of the operator DT with eigenvalues (−λ),

DTψ
CT

T,λ = −λψCT

T,λ.

This correspondence between the eigenfunctions is one to one5 (for λ �= 0),
since C2

T = 1. To find the energy spectrum ω we shall seek a solution of
equation (16.44) in the form

ψT = uψT,λ + vψCT

T,λ.

Substituting this expression in (16.44) and using the linear independence
of ψT,λ and ψCT

T,λ, we obtain for u and v the equations

(ω − λ)u− k3v = 0,
−k3u+ (ω + λ)v = 0.

These equations are soluble for

ω2 = λ2 + k2
3, (16.49)

which provides the relation between the eigenvalues of the operator DT

and the fermion energies.
According to what has already been said, the spectrum of the values of λ

is continuous for λ > mF , and the wave functions ψT,λ(xα) are not localized
near xα = 0 for such λ. At the same time, there may exist a discrete set
of eigenvalues λ of the operator DT with eigenfunctions ψT (xα), confined
near xα = 0. From dimensional analysis, it is clear that the distance
between these levels is of the order of mF . Fermions lying in these levels
are localized near the string and propagate freely along the string (along
the third axis): their wave functions have the form (16.43).

Until now we have assumed that λ �= 0. However, the possibility that
the operator DT may have a zero eigenvalue is of particular interest. We
shall show that this possibility is indeed realized and we shall find the
corresponding eigenfunction in explicit form. By virtue of (16.47), the
eigenfunction ψT,0(xα) is at the same time an eigenfunction of the operator
CT . From physical considerations, it is clear that it must have zero “angular
momentum,” J3, and also zero orbital momentum L3 (the last property
comes from the fact that near the center of the string, i.e. for xα = 0, the
vortex fields are equal to zero, so that for L3 �= 0, there exists a centrifugal

5The operator CT may be called the C-conjugation operator in the space of transverse
functions, since its action changes the sign of an eigenvalue of the operator DT .
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barrier). Thus, for the zero mode we have s3 = R, which is equivalent to
CT = 1; moreover, the function ψT,0(xα) is a function of r only, i.e. it does
not depend on the polar angle θ.

From the equality
CTψT,0 = ψT,0, (16.50)

it follows that the left- and right-handed components of the function ψT,0
have the structure

χT,0 =
(

0
f1(r)

)
, ηT,0 =

(
f2(r)

0

)
, (16.51)

where f1(r) and f2(r) are yet unknown complex functions. Using the
explicit form (16.45) of the operator DT and the string field (16.38), we
obtain for the functions f1(r) and f2(r) the equations

f ′
1 − B

2r
f1 + ihvFf2 = 0,

f ′
2 − B

2r
f2 − ihvFf1 = 0. (16.52)

It is important that the dependence on the angle θ in these equations drops
out. Equations (16.52) can be easily solved: the solution, decreasing for
r → ∞, has the form

f1(r) = −if2(r) = C exp
[
−

∫ r

0

(
B(r)
2r

+ hvF (r)
)
dr

]
, (16.53)

where C is a normalization constant. For small r this solution is regular,
and for large r it behaves as

f1(r) ∼ f2(r) ∼ e−mF r

√
r

.

The second linearly independent solution of the system (16.52) grows as
r → ∞.

Thus, the operator DT indeed has a zero mode. Its explicit form is given
by formulae (16.51) and (16.53). We note that the zero mode is invariant
(up to a phase factor) under the usual C-transformations (compare with
(16.42))

χT → −εη∗
T , ηT → εχ∗

T ,

as one might expect.

Problem 13. Show that for the fermion wave functions (16.51), the
equation DTψT = 0 reduces to the system (16.52).
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Problem 14. Consider the equation DTψT = 0 in the sector with
J3 = 0 and CT = −1. Find the angular dependence and the structure
of the fermion wave function (analogue of formula (16.51)). Write down
corresponding radial equations and show that they do not have normalizable
solutions.

Let us turn to a discussion of the wave function (16.43), with the
transverse part ψT (xα) being the zero mode. Taking into account (16.50),
equation (16.44) implies that

k3 = ω, (16.54)

i.e. the fermions (with ω > 0) move along the string in one direction only.
Moreover, ω can take values arbitrarily close to zero, i.e. the spectrum has
no gap, unlike the states with λ �= 0, see (16.49). In other words, fermions
lying at a level with λ = 0 behave as massless particles with a specific
chirality in (1 + 1)-dimensional space–time. As we shall now see, when an
electromagnetic field is included in the model, this property means that
the string behaves as a superconducting thin wire.

Interaction of the fermions with the electromagnetic field can be
introduced, by assuming that the field ϕ is electrically neutral and attaching
the same electric charge e to the left- and right-handed components χ and η.
Then equations (16.39) and (16.40) will have the previous form and, taking
into account the electromagnetism, the covariant derivatives in them will
be replaced by

D(±)
µ = ∂µ ∓ i

eR
2
Bµ − ieAµ, (16.55)

where the Aµ are electromagnetic vector potentials.
We shall show that there exist states of the string with an electric

current, and this current does not dissipate (superconductivity). For this,
let us consider a state of the fermion system in which all negative energy
levels with λ �= 0 are occupied, all positive energy levels with λ �= 0 are
empty, and levels with λ = 0 are filled up to some energy ω = µ > 0
(Fermi energy). This situation is illustrated in Figure 16.1. We assign zero
fermion number, zero electric charge, zero electric current, etc. to the Dirac
sea6 (the state with all levels with ω < 0 occupied and those with ω > 0
empty). Thus, the state of the fermion system shown in Figure 16.1 has a
finite linear fermion density in the string. Since fermions with λ = 0 move
along the string in one direction, electric current flows along the string.
Moreover, the minimal non-zero value |λ|min of the quantity |λ| is finite,

6As mentioned in Section 15.1, in the presence of the external bosonic field, the Dirac
sea may be polarized, i.e. it may have a non-zero charge and also, generally speaking, a
non-zero electric current. However, they do not depend on µ, unlike the corresponding
quantities which arise thanks to the real fermions; thus, the arguments which follow
remain valid.
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Figure 16.1.

and the continuous spectrum of the operator DT begins at |λ| = mF . As
mentioned earlier, |λ|min ∼ mF . Because of this, fermion energy levels
with λ �= 0 are separated from zero by a gap of finite height, as shown
in Figure 16.1. If µ < |λ|min, real fermions with λ = 0 and 0 < ω < µ
cannot lose energy or momentum by jumping to a lower level, since all lower
levels are occupied. Consequently, the state of the fermion system shown
in Figure 16.1 is absolutely stable. The electric current cannot dissipate,
the string is superconducting. We note that if the levels with λ = 0 are
occupied up to ω = µ > |λ|min, then dissipation of the electric current is
possible because of fermion jumps from levels with λ = 0 to levels with
λ �= 0 (including levels in the continuous spectrum for µ > mF ). Thus,
there exists a maximum value of the electric current, up to which the string
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remains superconducting.
We shall find the linear density of fermions and the electric current in

the state shown in Figure 16.1 using the results of Section 15.2. Since the
fermions with zero DT behave as one-dimensional massless fermions with
a specific chirality, their linear density is equal to (see (15.25))

N

L
=

µ

2π
.

The fermions move along the string with the speed of light; therefore, their
electric current is equal to

jz3 =
eµ

2π
.

According to what has already been said, the string remains super-
conducting for µ < µmax, where µmax ∼ mF . Hence, it follows that the
maximal superconducting current is of order

jem,max
3 ∼ emF

2π
.

Problem 15. Estimate the maximum value (in Amperes) of the
superconducting current flowing along the string, assuming that e and mF

are the electron charge and mass, respectively.
If an electric field (not too strong) is imposed along the string, then

fermions with λ = 0 will be created. The corresponding analysis repeats
the arguments of Section 15.2 word for word; in particular, the number
of fermions created is given by formula (15.26). Thus, here we have an
explicit example of level crossing in a four-dimensional model. In the model
of this section, as it stands, the electric charge is not conserved either (the
effective one-dimensional fermions have a specific chirality). This points
to an internal consistency of the model, which is indeed confirmed by a
triangle anomaly computation in quantum field theory.

The model ceases to be internally inconsistent if another type of fermion

ψ̂ =
(
χ̂

η̂

)

is added to it; here the R-charges of the left- and right-handed components
are (1

2eR) and (−1
2eR), respectively (i.e. the components of ψ and ψ̂ have

opposite R-charges). The electric charge of the fermion ψ̂ can be chosen
equal to (−e). Then fermions ψ̂ with λ = 0 will have dispersion law
k3 = −ω, i.e. they would move along the string in the opposite direction
to ψ. The electric field, as before, will create fermions ψ̂ (they will have a
negative electric charge and will accelerate toward negative x3, as permitted
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by the dispersion law); the number of these fermions will be equal to the
number of fermions ψ created. Hence, the total fermion number will not be
conserved, but the electric charge is conserved, as is required for consistency
of the model. The total electric current along the string will be non-zero
(this is generated by both fermions ψ with charge (+e) moving along the
electric field, and by fermions ψ̂ with charge (−e) moving in the opposite
direction). This current, if it is not too large, will be superconducting.

Thus, in the model considered in this section, the string has the
superconductivity property, and the application of a longitudinal electric
field leads to non-conservation of the fermion numbers as a result of fermion
level crossing. From the theoretical point of view the direct analogy
between the fermions localized in the string and the one-dimensional
fermions of Section 15.2 is interesting.

We note that superconductivity of a string is not necessarily associated
with fermions. Witten (1985) revealed the possibility that superconducting
strings can exist in purely bosonic theories. We stress that the super-
conductivity property is in no way general for strings which arise in unified
gauge theories of elementary particles.



Chapter 17

Non-Conservation of
Fermion Quantum
Numbers in
Four-dimensional
Non-Abelian Theories

In Section 15.2, for the example of a two-dimensional Abelian model,
we considered a mechanism for the non-conservation of fermion quantum
numbers, associated with the occurrence of fermion level crossing. In this
chapter, we shall see that this mechanism also works in non-Abelian four-
dimensional theories. In the Standard Model, it leads to electroweak non-
conservation of the baryon and lepton numbers (’t Hooft 1976a,b). Under
the usual conditions (at low temperatures and densities or in collisions of
particles whose energies are not too high) the probabilities of electroweak
processes with non-conservation of the baryon number are extremely small,
since they are due to instantons and are strongly suppressed by the
tunneling exponential. However, the probability of these processes ceases to
be small at sufficiently high temperatures, which is important for cosmology
(Kuzmin et al. 1985).

The quantity which is broken in strong interactions is the chirality of
quarks; its breaking has direct experimental consequences (the absence in
nature of the ninth light pseudo-Goldstone boson, analogous to the pions,
kaons and the η-meson). Thus, the results studied in this chapter are also
of great interest for particle physics.

373
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The direct study of the movement of fermion levels in external fields is
technically very complicated when it comes to four-dimensional theories.
Thus, in Section 17.1, we formulate an approach which enables us to reduce
the problem to the study of Euclidean fermion zero modes. In many cases,
Euclidean zero modes are quite easy to find, as we shall see in Section 17.2.
We note that it was the Euclidean approach (and the use of the formalism
of the functional integral, see Appendix) which was adopted by ’t Hooft
(1976a,b) in his pioneering works on anomalous non-conservation of fermion
quantum numbers.

17.1 Level crossing and Euclidean fermion
zero modes

Let us briefly recall (see Section 15.2) what the phenomenon of fermion
level crossing and the associated non-conservation of the fermion quantum
numbers involve. Suppose we have a uniparametric family of bosonic
field configurations (path in the space of static configurations), where the
corresponding parameter τ varies from −∞ to +∞. Let us suppose, to be
specific, that the bosonic fields take vacuum values both as τ → −∞ and
as τ → ∞; we shall see in what follows that the situation in which the
vacua for τ = −∞ and τ = +∞ are topologically distinct (see Chapter 13)
is of interest. For gauge fields, we shall assume that the gauge A0 = 0
is chosen. For each fixed value of τ , there exists a fermion Hamiltonian
HD(τ); its dependence on τ is determined by the external bosonic fields.
The explicit form of HD depends on the model and we shall not yet define
it concretely. The eigenvalues of HD(τ) determine the system of fermion
levels; as τ changes it also changes (the levels “move”). As τ → −∞ and
τ → +∞ the systems of fermion levels are the same and coincide with the
system of levels of the free fermion Hamiltonian. However, situations are
possible in which as τ varies, the fermion levels cross zero and the total
number of levels crossing zero from below N+ is not equal to the total
number of fermion levels crossing zero from above N−. The quantity

∆NF = N+ −N−

is of interest. As discussed in Section 15.2, as the bosonic fields evolve
along a given path in the space of bosonic field configurations, the fermion
quantum number of the system changes by ∆NF , and this change does not
depend on how quickly the bosonic fields vary or on the state in which the
fermion system was at the beginning of the process (how many fermions
and antifermions it had). Thus, we have to compute (N+−N−) for different
paths in the space of configurations of bosonic fields.
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It is convenient to reformulate this problem. We shall initially suppose
that the bosonic fields vary slowly with τ . Let us consider the auxiliary
equation

−∂ψ

∂τ
= HD(τ)ψ. (17.1)

This equation can be formally interpreted as a Euclidean Dirac equation,
since it is obtained from the usual Dirac equation i ∂ψ∂x0 = HD(τ)ψ by the
formal substitution x0 = −iτ (compare with Chapters 11 and 13). In the
case of slowly varying bosonic fields, the solutions of equation (17.1) have
the form

ψ(τ) = exp
[
−

∫
ω(τ)dτ

]
ψω(τ), (17.2)

where ψω(τ) are eigenfunctions of the instantaneous Hamiltonian

HD(τ)ψω(τ) = ω(τ)ψω(τ).

If some level crosses zero from below as the bosonic fields change, then for
that level we have

ω(τ = −∞) = −ωi < 0
ω(τ = +∞) = ωf > 0.

This means that the solution of (17.2) decreases both as τ → −∞ and as
τ → +∞,

ψ = constant · eωiτ , τ → −∞,

ψ = constant · e−ωfτ , τ → +∞.

In other words, in Euclidean space with coordinates (τ,x), the operator

D =
∂

∂τ
+HD (17.3)

has zero mode ψ0(τ,x), i.e. there exists a solution of the equation

Dψ0 = 0 (17.4)

which decreases as τ → ±∞. We shall not discuss here the boundary
conditions for the fermion wave functions as |x| → ∞ since we shall
see that in the interesting cases the Euclidean zero modes ψ0 decrease
in all directions in the Euclidean space (τ,x). In what follows, we shall
consider the case of four-dimensional space–time, so that (τ,x) will be a
four-dimensional Euclidean space. We shall call the decreasing solutions of
equation (17.4) Euclidean fermion zero modes.
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Since any solution of equation (17.1) in the adiabatic case is a
linear combination of functions (17.2), the aforementioned correspondence
between the levels of the Hamiltonian HD(τ) crossing zero from below and
the zero modes of the operator D is one to one. Thus

N+ = N0(D),

where N0(D) is the number of (Euclidean) zero modes of the operator D.
Analogously, we obtain a correspondence between the levels of the

operator HD crossing zero from above and the zero modes of the operator

D† = − ∂

∂τ
+HD(τ). (17.5)

We have

N− = N0(D†).

The operators D and D† are Hermitian conjugates of each other, if we
introduce the scalar product for functions ψ(τ,x),

(ψ,ψ′) =
∫
d3x dτ ψ†(τ,x)ψ′(τ,x), (17.6)

where the integration is over the whole of four-dimensional Euclidean
space.1

Thus, the problem of computing the change in the fermion quantum
number reduces to that of computing

∆NF = N0(D) −N0(D†). (17.7)

Until now, we have assumed that the external bosonic fields vary
adiabatically slowly as τ varies. Now, we shall see that this assumption
is unnecessary; moreover, we shall see that the quantity (17.7) does not
depend on the specific choice of family of boson configurations; in that
sense, it is a topological invariant.

Therefore, we shall consider the operators (17.3) and (17.5) in external
bosonic fields, depending on x and on τ , i.e. in external fields in four-
dimensional Euclidean space. Our next task is to show that the right-hand
side of (17.7) is unchanged under smooth changes of the external Euclidean
bosonic fields which do not affect the values of the fields at infinity in the
Euclidean space. It is convenient to move to the Hermitian (in the sense of
the scalar product (17.6)) operators D†D and DD†. This is possible due
to the fact that the zero modes of the operator D are zero modes of the

1We shall not dwell on subtleties relating to the rate of decrease of the functions
ψ(τ,x) here.



17.1 Level crossing 377

operator D†D and conversely. The first assertion is evident; to prove the
second assertion we note that if D†Dψ0 = 0, then

(ψ0, D
†Dψ0) = (Dψ0, Dψ0) = 0,

i.e. Dψ0 = 0, as required. Thus,

N0(D) = N0(D†D).

Analogously,

N0(D†) = N0(DD†)

and
∆NF = N0(D†D) −N0(DD†). (17.8)

The right-hand side of (17.8) is easier to study than (17.7). The set
of zero modes of the (elliptic) operator D†D is a linear space, called
the kernel of this operator and denoted by Ker (D†D). The number of
linearly independent zero modes is the dimension of the kernel, N0(D†D) =
dim Ker(D†D). The difference

I(D†D) = dim Ker(D†D) − dim Ker(DD†)

is called the index of the operator D†D, so that (17.8) can be written in
the form

∆NF = I(D†D).

The majority of this section represents a study of the elements of Atiyah–
Singer theory of the index of the elliptical operator and its connection with
Atiyah–Patodi–Singer theorem.

In order to show that the right-hand side of (17.8) is unchanged under
smooth variation of the external fields in four-dimensional Euclidean space,
we shall show that the sets of non-zero eigenvalues of the operators D†D
and DD† coincide. Indeed, let ψλ be an eigenfunction of the operator D†D
with eigenvalue λ �= 0,

D†Dψλ = λψλ.

Acting on this equality from the left by the operator D, we obtain that the
function ψ̃λ = Dψλ is an eigenfunction of the operator DD† with the same
eigenvalue:

DD†ψ̃λ = λψ̃λ.

This correspondence between the eigenfunctions of the operators D†D and
DD† is invertible (for λ �= 0), ψλ = λ−1D†ψ̃λ. Thus, the sets of non-zero
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eigenvalues (including possible degeneracy) coincide for the operators D†D
and DD†.

Let us now consider smooth variation of the external bosonic fields in
four-dimensional Euclidean space. Under this variation, one of the non-zero
eigenvalues of the operator D†D may evolve smoothly to zero, λ → 0, i.e.
N0(D†D) may change by one. But, as λ → 0, one of the eigenvalues of the
operatorDD† also tends to zero, so that the differenceN0(D†D)−N0(DD†)
is unchanged. This demonstrates the invariance of (17.8) under smooth
variations of the external Euclidean fields.

In the next section, we shall apply the result studied here to compute
the change in the fermion quantum number induced by external gauge
fields, interpolating between topologically distinct vacua. According to the
above discussion, the value of ∆NF is the same for all external fields of
the same homotopy class, so it will suffice to compute the number of zero
modes of the operators (17.3) and (17.5) in one particular field with a given
topological number, the choice of this field being a matter of convenience.

17.2 Fermion zero mode in an instanton field

To be specific, we shall consider a model with gauge group SU(2)
and massless fermions, transforming according to the fundamental
representation of the group SU(2). For the moment, we shall assume
that there are no scalar fields in the model. Since the equations for
left- and right-handed fermions decouple, we can consider left- and right-
handed fermions separately. Our task is to show that external gauge fields,
interpolating between topologically inequivalent vacua (see Section 13.3)
lead to non-conservation of the number of left-handed fermions NL and of
the number of right-handed fermions NR. Moreover,

∆NL = n(Ωf ) − n(Ωi) = ∆n, (17.9)
∆NR = −∆NL (17.10)

for each left- and right-handed fermion doublet, where n(Ωi) and n(Ωf )
are the topological numbers of the initial and final classical vacua of the
gauge field. Without loss of generality, we can set Ωi = 1, i.e. in the initial
vacuum A = 0. For the moment we shall use the gauge A0 = 0.

As shown in the previous section, the problem of computing ∆NL
reduces to counting the zero modes of the operators

DL =
∂

∂τ
+HL,

and

D†
L = − ∂

∂τ
+HL,
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where HL is the Dirac (more precisely, Weyl) Hamiltonian in the external
field Ai(τ,x). This external field can be chosen arbitrarily, provided the
following conditions are satisfied:

Ai(τ,x) → 0 as τ → −∞
Ai(τ,x) → Ωf (x)∂i[Ωf (x)]−1 as τ → +∞. (17.11)

The difference between the numbers of zero modes of the operators DL and
D†
L, whence also the value of ∆NL, does not depend on the specific choice

of configuration Ai(τ,x) in the class (17.11).
The Hamiltonian HL, as usual, is equal to (as before, we use the

representation (14.4) for the γ-matrices and the representation (14.5) for
the matrices αi)

HL = iσiDi = iσi[∂i +Ai(τ,x)].

For right-handed fermions, we need to consider the operator

DR =
∂

∂τ
+HR,

where

HR = −iσi[∂i +Ai(τ,x)].

It is useful to note that
DR = −D†

L. (17.12)

From the last equation, there immediately follow the relations for the
numbers of zero modes:

N0(DR) = N0(D
†
L),

N0(D
†
R) = N0(DL). (17.13)

Since changes in the numbers of left- and right-handed fermions are related
to the number of zero modes by the equations

∆NL = N0(DL) −N0(D
†
L),

∆NR = N0(DR) −N0(D
†
R),

equation (17.13) leads immediately to the selection rule (17.10).
Thus, we need to solve the equation

DLχ0 =
[
∂

∂τ
+ iσi(∂i +Ai)

]
χ0 = 0, (17.14)
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and also the equation

−D†
Lη0 =

[
∂

∂τ
− iσi(∂i +Ai)

]
η0 = 0. (17.15)

Here, χ0(τ,x) and η0(τ,x) are two-component columns. As previously
mentioned, equation (17.14) can be interpreted as a Euclidean Weyl
equation for left-handed fermions in a (Euclidean) external gauge field with
A0 = 0. By virtue of (17.12), equation (17.15) is a Euclidean Weyl equation
for right-handed fermions. To find explicit solutions it is convenient to omit
the requirement that the Euclidean external gauge field has A0 = 0. For
this, we use the fact that equation (17.14) for the function χ0(τ,x) in the
external field A0 = 0, Ai(τ,x) is equivalent to the equation[(

∂

∂τ
+A′

0

)
+ iσi(∂i +A′

i)
]
χ′

0 = 0 (17.16)

for the function χ′
0(τ,x) = ω(τ,x)χ0(τ,x) in the external field

A′
0 = ω∂τω

−1,

A′
i = ωAiω

−1 + ω∂iω
−1,

where ω(τ,x) is an arbitrary function with values in SU(2). Essentially,
we have merely performed a gauge transformation (in four-dimensional
Euclidean space) from the gauge A0 = 0 to an arbitrary gauge. Let us
introduce the matrices

σµE = (1,−i�σ),

σµ†
E = (i, i�σ),

which are Euclidean analogues of the matrices entering (14.4) and coincide
with the matrices used in Section 13.2 (see (13.12)) but now they act on
the Lorentz indices. Omitting the primes in (17.16), we finally write the
Euclidean Weyl equation in the external field as

DLχ0 ≡ σµ†
E Dµχ0 = 0, (17.17)

where, as usual, Dµ = ∂µ+Aµ, and x0 = τ emerges as the Euclidean time.
Analogously, equation (17.15) in an arbitrary gauge has the form

−D†
Lη0 = DRη0 ≡ σµEDµη0 = 0. (17.18)

We are interested in the difference between the numbers of decreasing
solutions of these two equations.
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Problem 1. Define Euclidean γ-matrices by analogy with (14.4)

γµE =
(

0 σµE
σµ†
E 0

)
.

Show that the following anti-commutation relation holds:

{γµE , γνE} = δµν .

Problem 2. Consider equation (17.3) for massive fermions (so that ψ
is a four-component column). Show that it is equivalent to the Euclidean
Dirac equation

(γµEDµ +m)ψ = 0,

with the matrices γµE defined in the previous problem.
The only requirement imposed upon the Euclidean gauge field Aµ(x) is

the condition that after transition to the gauge A0 = 0, equation (17.11) is
satisfied. This requirement is equivalent to the equation (see Section 13.3,
in particular, formula (13.45))

Q = ∆n, (17.19)

where, as in Section 13.3,

Q = − 1
16π2

∫
d4xTr (FµνF̃µν). (17.20)

Since condition (17.19) is gauge invariant, there is no longer any need to
turn to the gauge A0 = 0.

Thus, in order to verify equation (17.9) for the non-conservation of the
fermion quantum number, we need to show that

N0(DL) −N0(D
†
L) = Q

for the Euclidean Weyl equations (17.17), (17.18) in any (it does not matter
which) external gauge field with topological number Q. Let us consider the
case Q = 1 when, for the external field, one can take the instanton solution
of the Euclidean Yang–Mills equations.

We shall show, in the first place, that the operatorDR (or, what amounts
to the same thing, D†

L) does not have zero modes in the instanton field.
For this, we act on the left-hand side of equation (17.18) by the operator
D†
R = −DL = −σµ†

E Dµ. We take into account the fact that σµ†
E σ

ν
E =
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δµν + iη̄µνaσa (see (13.31)), together with the antisymmetry of the ’t Hooft
symbols in the indices µ and ν. We obtain

D†
RDR = −DµDµ − 1

2
iη̄µνa[Dµ, Dν ].

Moreover, [Dµ, Dν ] = Fµν (see the problem in Section 4.2). For the
instanton, Fµν is proportional to ηµνaτa, and for the ’t Hooft symbols
we have η̄µνaηµνb = 0. Thus,

D†
RDR = −DµDµ.

This is a positive definite operator, since the operator Dµ is anti-Hermitian
in the space of functions with scalar product (17.6). Consequently, the
operator D†

RDR has no zero modes; thus, the operator DR has none either.
Therefore, for the instanton external field,

N0(DR) = N0(D
†
L) = 0. (17.21)

Let us now consider equation (17.17) in the instanton field. It is
convenient to use the method described in Section 16.1 and move from
the variables χαi (here, α = 1, 2 is the Lorentz index and i = 1, 2 is the
isotopic index) to the variables χ̃αi according to the formula (see (16.18))

χαi = χ̃αjεji.

Then, equation (17.17) can be written in matrix form

σ†
µ∂µχ̃0 − σ†

µχ̃0Aµ = 0, (17.22)

where we have omitted the index E on the σ-matrices. The instanton field
Aµ, given by expression (13.27), can be conveniently written in the form

Aµ = −(σµσ†
ν − δµν)

nν
r
f(r), (17.23)

where nν and r are, respectively, the unit radius vector and the radial
coordinate in four-dimensional space. In writing down the expression
(17.23), we have employed equation (13.20) and used the notation f(r)
for the function (13.26),

f(r) =
r2

r2 + ρ2 .

Equation (17.22) in the instanton field takes the form

σ†
µ∂µχ̃0 − σ†

µnµ
f(r)
r
χ̃0 +

f(r)
r
σ†
µχ̃0σµσ

†
νnν = 0, (17.24)
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where χ̃0 is to be interpreted as a 2 × 2 matrix and its products with σ†
µ

and σµ are matrix products.
The form of equation (17.24) suggests the evident Ansatz

χ̃0 = 1 · a(r),

where a(r) is a function which is as yet unknown, and 1 is the unit 2 × 2
matrix. Taking into account the fact that σ†

µσµ = 4, we obtain that the
left-hand side of (17.24) is proportional to σ†

µnµ, and equation (17.24) leads
to the single equation for a(r):

a′ + 3
f(r)
r
a = 0.

Hence,

a(r) = constant · exp
[
−3

∫
dr

r
f(r)

]
=

constant
(r2 + ρ2)3/2

.

This is precisely the zero mode in the instanton field (’t Hooft 1976a,b). In
terms of the original function χ(x) it has the form

(χ0)αi = constant · εαi 1
(r2 + ρ2)3/2

. (17.25)

The zero mode (17.25) is smooth everywhere; it decreases sufficiently
rapidly as r → ∞, so that its norm (17.6) is finite.

The fact that the operator DL in the instanton field has a zero mode, i.e.
N0(DL) �= 0, already implies, together with (17.21), that the left fermion
quantum number is not conserved in backgrounds of gauge configurations
starting and ending in adjacent topologically distinct vacua. In fact, in the
instanton field, there is exactly one fermion zero mode. The proof of this
last statement is quite complicated, and we shall not present it here. The
absence of zero modes, other than (17.25), depending solely on r is the
subject of the following problem.

Problem 3. Consider fermion functions χ(r) depending solely on r.
Show that

1. for these functions equation (17.17) leads to a closed system of
equations;

2. the zero mode (17.25) is the only decreasing solution of equation
(17.17).
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Hint: use the fact that any 2×2 matrix χ̃(r) can be represented in the form
χ̃ = 1 · a(r) + σaba(r), where the σa are Pauli matrices; use the equation
for the zero mode in the form (17.24).

Thus, for transitions between adjacent gauge vacua (∆n = 1), equation
(17.9) is indeed satisfied. That this equation is satisfied for arbitrary ∆n
can be seen from the following argument. Let us consider, for example, the
case ∆n = 2. The external gauge field Ai(τ,x) (in the gauge A0 = 0) can
be chosen in such a way that it corresponds to a sequence of two transitions
with ∆n = 1, i.e. for τ = −∞, τ = 0 and τ = +∞, it is a vacuum field
with n = 0, n = 1 and n = 2, respectively. As τ changes from (−∞) to 0,
the fermion level crossing corresponds to a change in the number of left-
handed fermions by ∆NL = 1; the fermion quantum number changes by
the same amount as τ changes from 0 to (+∞). The total number of level
crossings thus corresponds to ∆NL = 2. The movement of levels in this
case is illustrated schematically in Figure 17.1.

ω(τ)

τ

τ = 0

Figure 17.1. Movement of left-handed fermion levels in the gauge field
described by sequential transitions between neighboring vacua. The
fermion levels crossing zero are shown.

Since the change in the fermion quantum number does not depend on
the specific choice of field, for a given ∆n, we conclude that ∆NL = 2
for all fields with ∆n = 2. Clearly, this consideration can be easily gener-
alized to any ∆n > 0. An evident modification of this argument (a sequence
of transitions with ∆n = 1 and ∆n = −1 is a topologically trivial field,
leading to ∆NL = 0) shows that equation (17.9) is also valid for ∆n < 0.
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Problem 4. Show that in the anti-instanton field the operator DL does
not have zero modes. Find a zero mode of the operator D†

L, or, what
amounts to the same thing, of the operator DR. This result gives an explicit
confirmation of formula (17.9) for ∆n = −1.

The result studied here is a particular case of the Atiyah–Singer index
theorem (the connection between non-conservation of fermion quantum
numbers and the Atiyah–Singer theorem was explained by Schwarz (1977),
Nielsen and Schroer (1977b), Brown et al. (1977) and Jackiw and Rebbi
(1977)). Applied to left-handed fermions, it gives

dim Ker (D†
LDL) − dim Ker (DLD

†
L) = Q, (17.26)

where Q is the topological number of a Euclidean configuration of the
gauge field (17.20). Equation (17.9) is a reformulation of equation (17.26).
This equation is also connected with the Adler–Bell–Jackiw anomaly,
which exists in quantum field theory. Namely, in quantum field theory
in Minkowski space, one can introduce the left-handed fermion current
operator

jµL = χ†σ̃µχ

(in the notation of Section 14.1). Naively this current is conserved, i.e.
naively, the left-handed fermion quantum number

NL =
∫
j0Ld

3x

is conserved. However, quantum effects lead to an anomaly in the di-
vergence of the current jµL,

∂µj
µ
L = − 1

16π2 Tr (Fµν F̃µν). (17.27)

Equation (17.9) can be interpreted as the anomalous identity (17.27)
integrated over space–time.

17.3 Selection rules

As a matter of fact, we have already formulated, in the previous section,
a selection rule for the processes with non-conservation of the fermion
quantum numbers discussed in this chapter (in the theory with gauge group
SU(2) and massless fermions in the fundamental representation). Namely,
if a process takes place in which the topological number of the gauge
vacuum changes by ∆n, then the fermion quantum number of every left-
handed doublet changes by ∆NL = ∆n and the fermion quantum number
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of every right-handed doublet changes by ∆NR = −∆n. In specific models,
it is convenient to reformulate this selection rule in more physical terms,
which we shall do in this section for the theory of strong interactions
(quantum chromodynamics) and for the Standard Model of electroweak
interactions.

Let us begin with quantum chromodynamics, the theory with gauge
group SU(3)C and fermion triplets (quarks) with both left- and right-
handed components. Three types of quark u, d, s have very small masses
and a reasonable approximation is the limit of massless u, d, s. In this
limit, the numbers of left- and right-handed quarks of each type would
be conserved individually: NuL

, NuR
; . . . ;NsL

, NsR
, if there did not exist

processes with transition between distinct gauge vacua.
To establish selection rules, which are valid when processes of the

instanton type are taken into account, we note that the considerations of
the previous section, based on the identity D†

L = −DR, leading to equation
(17.10), go over directly to the case of the gauge group SU(3)C . Thus, the
following equations are satisfied:

∆NuR
= −∆NuL

,

∆NdR
= −∆NdL

, (17.28)
∆NsR

= −∆NsL
.

Furthermore, the components uL, dL and sL (in the limit of massless
quarks) behave in exactly the same way in the external gauge fields of
the group SU(3)C . Thus, level crossing takes place in the same way for
each type of quark and we have

∆NuL
= ∆NdL

= ∆NsL
. (17.29)

Equations (17.28) and (17.29) represent five selection rules, valid in all
processes in chromodynamics with three types of massless quarks. They
mean that the overall chirality

Q5 = (NuL
+NdL

+NsL
) − (NuR

+NdR
+NsR

) (17.30)

may not be conserved, while at the same time, five other linear com-
binations of the numbers NuL

, . . . , NsR
are conserved.

In order to see that chirality is actually not conserved due to transitions
between topologically distinct gauge vacua, let us consider the gauge fields
of the SU(2) subgroup embedded in SU(3)C as follows:(

SU(2) 0
0 1

)
. (17.31)

Every SU(3)C quark triplet decomposes into a doublet and a singlet
with respect to this SU(2). The singlets do not interact with the gauge
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fields of this SU(2) subgroup and level crossing in gauge fields with this
structure does not occur for them. For doublets, level crossing does occur
in topologically non-trivial external gauge fields, corresponding to the
subgroup (17.31). Here, as is clear from the results of the previous section,
the selection rules (17.28), (17.29) are indeed valid, but NuL

, . . . , NsR
are

not conserved individually, i.e.

∆Q5 �= 0.

Thus, the chirality (17.30) is not conserved in chromodynamics.
Physically, non-conservation of chirality (17.30) in quantum chromo-

dynamics is manifest in the absence in nature of a ninth light pseudoscalar
boson, analogous to the octet π±, π0,K±,K0, K̄0, η. The fermionic part of
the quantum chromodynamic action in the limit of massless u, d, s has the
form

SF =
∫
d4x(ūiγµDµu+ d̄iγµDµd+ s̄iγµDµs), (17.32)

where, as usual, Dµ = ∂µ − igst
aAaµ; a = 1, . . . , 8; gs is the coupling

constant of the group SU(3)C , ta are generators of SU(3)C , Aaµ is an octet
of gauge (gluon) fields. The action (17.32) is naively invariant under global
transformations from the group

SU(3)L × SU(3)R × U(1)L × U(1)R, (17.33)

where the subgroups SU(3)L × U(1)L and SU(3)R × U(1)R act on left-
and right-handed quark components, respectively. Here, for example, the
quarks (uL, dL, sL) form a triplet under SU(3)L and transform with a
common phase for transformations from U(1)L. The naive conservation
of the six numbers NuL

, . . . , NsR
corresponds to the diagonal subgroup

of the group (17.33). In particular, the chirality (17.30) corresponds to
transformations from the subgroup U(1)L−R,

uLdL
sL


 → eiα


uLdL
sL


 ;


uRdR
sR


 → e−iα


uRdR
sR


 .

Non-conservation of the chirality (17.30) means that, in fact, the global
symmetry subgroup is

SU(3)L × SU(3)R × U(1)L+R. (17.34)

Strong interactions lead to spontaneous breaking of the symmetry (17.34)
down to SU(3)L+R × U(1)L+R (there is still no reliable theoretical
explanation for this experimental fact). According to Goldstone’s theorem,
this leads to the occurrence of eight massless bosons, eight being the number
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of broken generators. In fact, u, d, s quarks have small masses, therefore
the masses of the Nambu–Goldstone bosons are small, but non-zero. These
are the π±, π0,K±,K0, K̄0 and η-mesons. If the symmetry group were the
group (17.33) then there would have to be a ninth pseudo-Goldstone boson.
Its absence is direct experimental proof of the non-conservation of chirality
(non-invariance under U(1)L−R) in quantum chromodynamics.

We stress that in quantum chromodynamics, the coupling constant is not
small (at large distances), therefore, the studied effects leading to breaking
of chirality are not small.

Continuing the discussion of chromodynamics, here is a remark
concerning quarks with non-zero (and sufficiently large) mass. In this case,
the numbers of left- and right-handed quarks are not conserved, even when
there are no external gauge fields. Thus, it only makes sense to talk about
conservation of the total number of quarks of each type:

Nq = NqL +NqR. (17.35)

These numbers are conserved for arbitrary masses (including zero, see
(17.28)) and in arbitrary external gauge fields of the group SU(3)C . Thus,
in the case of massive quarks, topologically non-trivial gauge fields do not
lead to any change in the naive selection rules.

Let us now turn to the theory of electroweak interactions. We point
out that as far as selection rules are concerned, the subgroup U(1) of the
electroweak gauge group SU(2) × U(1) is unimportant, since the gauge
vacua of four-dimensional Abelian theories do not have a complex structure.
Thus, in what follows, we shall consider only gauge fields corresponding
to the group SU(2). Furthermore, we shall temporarily turn off the
Yukawa interactions of fermions with the Higgs field; we shall see in what
follows that taking into account the Yukawa interactions essentially does
not change the selection rules. Neglecting the gauge group U(1) and the
Yukawa interactions, the right-handed components of leptons and quarks
are free (strong interactions are also of no interest to us here), but left-
handed leptons and quarks interact with the gauge field of the group
SU(2), exactly as described in the previous section. Since there are no
right-handed doublets in the model, the relation (17.10) is not relevant;
whereas the equality (17.9) is satisfied for every left-handed doublet. The
number of right-handed fermions does not change, and we obtain that, in
the case of transitions between topologically distinct vacua, the following
selection rule holds:

∆Le = ∆Lµ = ∆Lτ = 3∆B, (17.36)

where the lepton numbers Le, Lµ and Lτ are defined by equations (14.79),
(14.80) and (14.81), and B is the baryon number. In the last equation we
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took account of the fact that the number of left-handed quark doublets in
the model is equal to the product of the number of generations (Ngen = 3)
and the number of colors (Nc = 3), and the baryon number of a single
quark is equal to 1/3; hence, we obtain the coefficient NgenNc · 1

3 = 3.
Thus, processes of the instanton type lead in electroweak theory to non-
conservation of the baryon and lepton numbers, although at the same time,
the selection rule (17.36) is satisfied.

The conclusion that the baryon and lepton numbers are not conserved,
and that the selection rule (17.36) holds remains valid when one takes into
account the Yukawa interactions of fermions with the Higgs field, which
ultimately lead to generation of quark and lepton masses (Krasnikov et al.
1979). This can be shown in the following, albeit not completely rigorous,
way. Let us consider, for simplicity, a set of fermions which includes a
left-handed doublet L and two right-handed singlets R1 and R2 under the
group SU(2). In this simplified case, the fermion action has the form (see
(14.74))

SF =
∫
d4x

{
L†iσ̃µDµL+R†

1iσ
µ∂µR1 +R†

2iσ
µ∂µR2

−h1

[
R†

1(ϕ
†L) + (L†ϕ)R1

]

−h2

[
R†

2(ϕ̃
†L) + (L†ϕ̃)R2

]}
, (17.37)

where we have neglected the gauge interaction corresponding to the group
U(1). The system of Dirac Euclidean equations, analogous to equation
(17.17) has the form

σ†
µDµL− h1ϕR1 − h2ϕ̃R2 = 0,

σµ∂µR1 − h1(ϕ†L) = 0,
σµ∂µR2 − h2(ϕ̃†L) = 0. (17.38)

By introducing the column

ψ =


LR1
R2


 ,

this system can be written in symbolic form

Dψ = 0.

The change in the fermion quantum number in the external gauge and
Higgs fields of instanton type is determined by the difference between the
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numbers of zero modes of the operators D and D†,

∆NF = N0(D) −N0(D†). (17.39)

Here, as usual, the fermion quantum number is understood to be the
difference between the number of fermions and the number of antifermions
(both left- and right-handed).

Problem 5. Using the arguments of Section 17.1, show that equation
(17.39) remains valid with the operator D defined by the system (17.38),
for the theory with the fermion action (17.37). Write down the explicit form
of the operator D, without suppressing the group indices corresponding to
the gauge group SU(2).

As we showed in Section 17.1, the difference (N0(D) − N0(D†)) does
not change under continuous variations of the operator D. In particular, it
should not change under changes of the Yukawa constants h1 and h2. But
when h1 = h2 = 0, the equations for the left- and right-handed fermions
decouple, and we return to the case considered in the previous section. In
this limit, the right-handed fermions are free and do not have zero modes,
but for left-handed fermions, we have

N0(D) −N0(D†) = ∆n,

where ∆n is the change in the topological number of the classical vacuum
of the gauge fields. Since this formula does not depend on h1 and h2, we
obtain

∆NF = ∆n

for arbitrary Yukawa constants.
In order to apply this argument to leptons, it suffices to set h2 = 0.

The generalization of this argument to the case of quarks (with non-trivial
mixing, briefly considered in Section 14.4) is quite evident. Thus, we
conclude that the inclusion of Yukawa interactions leaves the selection rule
(17.36) valid in the electroweak theory.

The structure of the Euclidean fermion zero mode in external gauge and
Higgs fields, having the symmetries of an instanton solution, is fairly easy
to find in the case of identical Yukawa constants (Krasnikov et al. 1979).
Indeed, let us consider Euclidean gauge and Higgs fields of the form (13.56),

Aµ(x) = f(r)ω∂µω−1,

ϕ(x) = H(r)ωϕvac,

where

ω(x) = nασα, ϕvac =
1√
2

(
0
ϕ0

)
,
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and let us use the notation of Chapter 13 (in particular, r =
√

x2 + τ2).
For h1 = h2 = h (in other words, for fermions of equal mass), equation
(17.38) can be solved using the Ansatz

Lαi(x) = εαil(r),
R1α(x) = εαjϕ

vac
j ρ(r),

R2α(x) = εαjϕ̃
vac
j ρ(r), (17.40)

where α = 1, 2 and i, j = 1, 2 are Lorentz and weak isospin indices,
respectively. As a result of computations analogous to those performed
in section 14.2, we obtain that the system (17.38) reduces to two equations
for l(r) and ρ(r),

ρ′ −mFHl = 0,

l′ +
3f
r
l −mFHρ = 0, (17.41)

where mF = hϕ0/
√

2 is the mass of fermions in the vacuum ϕvac. In order
to show the existence of smooth solutions of the system (17.41), decreasing
for r → ∞, we use the following argument, which is also useful in other
cases. Let us consider first the behavior of solutions of the system (17.41)
as r → ∞. In this region we have

f(r) → 1,
H(r) → 1, r → ∞. (17.42)

It is not difficult to show that one solution of the equations (17.41) decreases
exponentially as r → ∞, namely, ρ, l ∝ exp(−mF r), while the other grows
exponentially. Let us now determine the behavior of solutions of equations
(17.41) as r → 0. In this region,

mFH(r) = α1r,

f(r) = α2r
2, r → 0, (17.43)

where α1 and α2 are some constants. (The behavior of (17.43) is due to
the requirement that the fields Aµ and ϕ be smooth at the point xµ = 0).
Taking into account (17.43), one can show that both solutions of the system
(17.41) are smooth as r → 0. Indeed, we shall look for a solution in the
form of a series

l = C1 + C2r
2 + · · · ,

ρ = D1 +D2r
2 + · · ·

with constant coefficients C1, . . . , D1, . . .. Equations (17.41) reduce to
recurrence relations for the coefficients C1, . . . , D1, . . ., the first of which
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has the form

2C2 + 3α2C1 − α1D1 = 0,
2D2 − α1C1 = 0.

It is significant that the constants D1 and C1 are arbitrary and the
remaining coefficients are expressed in terms of them. Hence it follows
that both solutions of the equations (17.41) are smooth as r → 0, and
there do not exist solutions which are singular at the origin. In particular,
the solution of (17.41), which is decreasing as r → ∞ is (like all others)
smooth as r → 0. This is the Euclidean zero mode.

Problem 6. Using the Ansatz (17.40), show that the system (17.38)
reduces to the two equations (17.41).

Problem 7. Assuming that the functions H(r) and f(r) tend
exponentially to values (17.42) as r → ∞, find asymptotics of l(r) and
ρ(r) for r → ∞, including the power of r in front of the exponential.

Problem 8. Find an explicit solution for l(r) and ρ(r) in the field of the
’t Hooft configuration

f(r) =
r2

r2 + ρ2 ,

H(r) =
r√

r2 + ρ2
.

17.4 Electroweak non-conservation of
baryon and lepton numbers at high
temperatures

In the previous section, we showed that theories of electroweak interactions
predict non-conservation of the baryon and lepton numbers, and that the
selection rule has the form (17.36). This non-conservation arises due to
transitions between topologically distinct classical vacua of gauge theory
and is due to the phenomenon of the fermion level crossing.

Under usual conditions, at low temperatures and particle densities and
for energies which are not too high, transitions between topologically
distinct vacua are tunneling processes and are described by instantons.2

2More precisely, by configurations of the instanton type, constrained instantons; see
Appendix.
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And it is precisely instanton processes that generate gauge and Higgs
fields in which the fermion level crossing takes place. Since the gauge
coupling constant of the non-Abelian subgroup SU(2) of the electroweak
group SU(2) × U(1) is small,

αW =
g2

4π
=

α

sin2 θW
	 1

30
,

the probability of electroweak instanton processes is strongly suppressed:

Γ ∝ exp
(

− 4π
αW

)
∼ 10−160. (17.44)

Thus, the electroweak breaking of the baryon and lepton number cannot
be detected experimentally. We again note that its theoretical description
requires one to go beyond the standard method of quantum field theory,
namely expansion in the small coupling constant.

The situation changes radically if we consider systems experiencing elec-
troweak interactions in extremal conditions. The case of high temperatures
is most interesting, since it was realized at early stages in the evolution
of the Universe. As we have mentioned a number of times, at high
temperatures, thermal jumps are possible across the potential barrier
separating topologically distinct vacua. The most naive estimate of the
rate of these jumps at moderate temperatures is obtained by estimating
the probability that the system emerges at a saddle point separating
topologically distinct vacua (sphaleron), by the Boltzmann exponent

Γ ∝ exp
(

−Esph

T

)
. (17.45)

In the electroweak theory, we have (see (13.58))

Esph =
2mW

αW
B

(
mH

mW

)
∼ 10 TeV,

and even the estimate (17.45) shows that at high temperatures T ≥ 1 TeV,
the rate of thermal jumps ceases to be small. Thus, we deduce an intense
non-conservation of the baryon and lepton numbers at sufficiently high
temperatures.

In fact, the estimate (17.45) is a gross underestimate in the temperature
range of interest. The probability that a particular state of the system
is realized at high temperatures is determined not by the energy of that
state E, but by its free energy F , which is itself a function of temperature.
This means, in particular, that in order to estimate the rate of thermal
jumps across the potential barrier, we need to seek not the extremum of
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the static energy functional E(A, ϕ), but the extremum of the free energy
F (A, ϕ). This extremum, the thermal sphaleron, may not coincide with the
usual sphaleron configuration, and its free energy Fsph may be significantly
less than Esph. This is what is obtained in the electroweak theory, thus
the rate of thermal jumps, leading to non-conservation of the baryon and
lepton numbers

Γ ∼ T 4 exp
(

−Fsph(T )
T

)
(17.46)

is very much greater than that given by the estimate (17.45). In the
estimate (17.46), we introduced the factor T 4 on dimensional grounds;
Γ is the probability of processes with non-conservation of the baryon and
lepton numbers per unit time per unit spatial volume.

A reasonable estimate of Fsph is obtained if one takes account of the fact
that the expectation value of the Higgs field depends on the temperature.
This temperature dependence (Kirzhnits 1972, Kirzhnits and Linde 1972,
Dolan and Jackiw 1974, Weinberg 1974) is studied by methods which
go far beyond the scope of this book. The expectation value of the
Higgs field ϕ0(T ) decreases as the temperature grows and above some
temperature Tcrit becomes zero. This critical temperature is known as the
electroweak phase transition temperature; roughly speaking, for T > Tcrit
the electroweak group SU(2)×U(1) is not broken.3 Since the masses of the
vector and Higgs bosons are proportional to the expectation value ϕ0, they
also vary with temperature; in particular, mW (T ) = 1

2gϕ0(T ). The free
energy of the thermal sphaleron can be estimated by settingmW = mW (T ),
mH = mH(T ) in formula (13.58), i.e.

Fsph(T ) =
2mW (T )
αW

B

(
mH

mW

)
.

This quantity decreases as the temperature grows, and for T > Tcrit, it
is equal to zero. This last property means that for T > Tcrit, processes
with non-conservation of the baryon and lepton numbers cease to be
exponentially suppressed. At the same time they can no longer be described
by semiclassical methods, which presents a difficulty from the theoretical
point of view.

In the electroweak theory, the temperature of the phase transition
depends on an (as yet!) unknown parameter, the mass of the Higgs boson
in the vacuum. Its value is around Tcrit ∼ 200 GeV. Thus, electroweak
processes with non-conservation of the baryon and lepton numbers are rapid

3In fact, the situation in the electroweak theory at high temperatures is even more
subtle. The order parameter in this theory is actually missing (Fradkin and Shenker
1979, Banks and Rabinovici 1979) and there may be no phase transition at all (Kajantie
et al. 1996).
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for T ≥ 200 GeV. This conclusion is important for cosmology, namely for
an explanation of the observed excess of baryons over antibaryons in the
present-day Universe (problem of the generation of baryon asymmetry in
the Universe (Sakharov 1967, Kuzmin 1970)).

In conclusion, we note that rapid non-conservation of the baryon and
lepton numbers due to electroweak interactions is also possible in other,
more exotic cases, namely at high fermion densities (Matveev et al. 1987)
or in the decays of heavy particles (Ambjorn and Rubakov 1985). The cross
sections of such processes, occurring in particle collisions, are suppressed
by the factor (17.44) at low energies, but increase rapidly at energies in the
several TeV range (Ringwald 1990, Espinosa 1990), most likely remaining
exponentially suppressed at all accessible energies. Instanton processes at
high energies are discussed in brief in the Appendix.
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Supplementary Problems
for Part III

Problem 1. Symmetry restoration in cold dense fermionic matter
(Kirzhnits and Linde 1976).
Consider the four-dimensional theory of a single real scalar field ϕ,
interacting with a single type of Dirac fermion. The action of the scalar
field itself is chosen in the form

Sϕ =
∫

d4x

[
1
2
(∂µϕ)2 − λ

4
(ϕ2 − v2)2

]
, (S3.1)

and the fermion action in the form

Sψ =
∫

d4x(iψ̄γµ∂µψ − fϕψ̄ψ).

The coupling constants λ and f are assumed to be small.

1. Show that the theory has a discrete symmetry ϕ → −ϕ. In the
absence of real fermions this discrete symmetry is spontaneously
broken: there are two ground states with ϕ = ±v. Consider next
the system with a finite density of fermions nF (and temperature
zero).

2. Find the energy density of the fermionic matter εF (ϕ) in an arbitrary
homogeneous external field ϕ, if the fermion number density is equal
to nF .

3. Sketch the dependence of the total energy density of the system1

Veff(ϕ) =
λ

4
(ϕ2 − v2)2 + εF (ϕ)

1In fact, there are quantum corrections to this expression. However, they are small
for small λ and f .
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on the field ϕ for various nF . Estimate the value of nF at which
symmetry is restored, i.e. Veff(ϕ) has a unique minimum at the point
ϕ = 0.

4. Find the corresponding critical density for f4 � λ.

Problem 2. Non-topological soliton in a theory with fermions (Friedberg
and Lee 1977).
Consider the four-dimensional theory of a single real scalar field ϕ,
interacting with N types of fermions à la Yukawa. The action of the scalar
field is chosen in the form (S3.1). Suppose, for simplicity, that the Yukawa
coupling constants of all fermions are the same, i.e. the fermionic action
has the form

Sψ =
∫

d4x
N∑

i=1

(iψ̄iγ
µ∂µψi − fϕψ̄iψi).

The constants λ and f are assumed to be small, but λ � f4. Using
considerations analogous to those in Chapter 10, show that for sufficiently
large N , the theory possesses non-topological solitons (for example, those
in which the number of fermions of each type is equal to 1). Estimate
the corresponding minimal value of N . The polarization of the vacuum
(including the contribution of the Dirac sea to the total energy) is
neglected.2

Problem 3. Fermion zero modes in a monopole background field in a
theory with a fermion triplet (Jackiw and Rebbi 1976b).
Consider the model of Section 16.1, but instead of the fermion isodoublet,
introduce the fermion isotriplet ψa, a = 1, 2, 3, with the action

Sψ =
∫

d4x(iψ̄aγµ(Dµψ)a − fεabcψ̄aψbϕc),

where, as usual, (Dµψ)a = ∂µψa + gεabcAb
µψc.

1. Find the analogue of the conserved fermion angular momentum in
the monopole background field.

2. Considering only fermions with minimal angular momentum, show
that there exist fermion zero modes in the monopole field (eigenstates
of the Dirac Hamiltonian with zero energy). Find the number of
these.

2For large N , corrections to the total energy associated with the polarization of the
fermion vacuum are not small. This difficulty can be avoided at the cost of introducing
additional boson fields.
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Problem 4. Euclidean fermion zero modes in U(1)-theory (Nielsen and
Schroer 1977a, Ansourian 1977, Kiskis 1977).
Consider a two-dimensional theory with gauge group U(1) and massless
Dirac fermions with unit charge.

1. Using the considerations of Section 17.1, write down the Euclidean
Dirac equation in an arbitrary gauge.

2. Consider the gauge ∂µAµ = 0 in the Euclidean theory. Show that
in this gauge the smooth Euclidean field Aµ can be represented in
the form Aµ = εµν∂νσ, where σ(x) is a smooth function of the
coordinates. Considering only spherically symmetric asymptotics,
σ = σ(r) as r → ∞ (where r =

√
x2

0 + x2
1), determine the behavior of

σ(r) for large r for fields with a fixed and integer topological number

q =
e

4π

∫
d2xεµνFµν

(see the end of Section 13.3).

3. Find the general non-singular solution of the Dirac equation in the
external field Aµ = εµν∂νσ.

4. For external fields with spherically symmetric asymptotics and
integer q, find all Euclidean fermion zero modes, i.e. solutions of
the Euclidean Dirac equation, which decrease as r → ∞ (including3

fermion zero modes, which decrease as r−1 for large r). Which
fermion quantum numbers are conserved in this model and which
are not?

5. Show that in the theory without Higgs fields (two-dimensional
massless quantum electrodynamics, model due to Schwinger (1962)),
the bosonic action of Euclidean configurations of the field Aµ can be
arbitrarily small for q �= 0.

Thus, in the Schwinger model, transitions between topologically
distinct gauge vacua take place without exponential suppression and
cannot be described by the usual semiclassical methods. In fact, the
Schwinger model reduces at the quantum level to the theory of some
free field, but in terms of the original fields ψ and Aµ, its vacuum has
a complex structure (Lowenstein and Swieca 1972).

3The norm of these zero modes diverges logarithmically, however, they play the same
role as normalizable zero modes (Patrascioiu 1979).
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Problem 5. Fermion zero modes in a sphaleron field.
Let us consider a four-dimensional gauge theory with gauge group SU(2)
and a Higgs doublet, as in Section 13.4. We include in it the massless Dirac
fermion isodoublet with the action

Sψ =
∫

d4xiψ̄γµDµψ.

Consider the Dirac equation in the external sphaleron field (13.57).

1. Using the symmetry of the sphaleron external field, find the analogue
of the conserved fermion angular momentum.

2. Considering only fermions with minimal angular momentum, show
that in the sphaleron field there exist zero modes of the Dirac
Hamiltonian (eigenfunctions with zero energy). Find the number of
zero modes of each chirality.

3. Give an interpretation of the fermion zero modes in terms of level
crossing.

Problem 6. The same as in the previous problem, but in a model with
fermion action (17.37) with h1 = h2 (Ringwald 1988).

Problem 7. Anomalous non-conservation of fermion quantum numbers
in the presence of a monopole.
Consider the model of Section 16.2.

1. Choose the following class of Euclidean configurations of the boson
fields

A0 = 0 Ai = ΩAmon
i Ω−1 + Ω∂iΩ−1 ϕ = ϕmon, (S3.2)

where Amon
i , ϕmon is the classical static monopole solution (16.3),

(16.4), Ω(x, t) is a spherically symmetric function with values in
SU(2),

Ω = exp[iτanaf(r, t)].

Find an expression for the topological number Q (see (17.20)) and the
Euclidean action (SA,ϕ − SM ) for configurations of the form (S3.2).
Here, SM = EMT , EM is the energy of the classical monopole
solution, T is normalization time. The expressions (S3.2) describe
some class of perturbations about the monopole background; in the
monopole sector, the Euclidean action is referenced from the action
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of the unperturbed monopole SM . Show that, for Q �= 0, the action
(S − SM ) can be arbitrarily small.

Thus, in the monopole sector of the four-dimensional theory we have
a situation analogous to the Schwinger model (see Problem 4); the
exponential suppression, characteristic for processes of the instanton
type in the vacuum sector of four-dimensional theories, is absent.

2. Considering only s-wave fermions, find the Euclidean fermion zero
modes in fields of the form (S3.2) in the limit when the size of the
monopole core is small in comparison with all parameters of the
problem, including the length scale characterizing the function Ω.

The results of this problem indicate that anomalous non-conservation of
fermion quantum numbers takes place without exponential suppression in
the monopole sector. A consistent description of this phenomenon can only
be given in the framework of quantum field theory.

Problem 8. Non-conservation of the fermion number in cold fermionic
matter in a two-dimensional model (Rubakov 1986).
Let us consider the Abelian Higgs model in two-dimensional Minkowski
space–time. Let us include in it massless fermions with the action

Sψ =
∫

d2xiψ̄γµ(∂µ − ieγ5Aµ)ψ

(see Problem 15.4). Consider first the state of the system in which the fields
Aµ and ϕ take vacuum values Aµ = 0, ϕ = v, and there is a finite fermion
density nF (here, the densities of the numbers of left- and right-handed
fermions are equal, so that the total charge of the system is equal to zero).
Let us now vary the vector field A1(x1) adiabatically (using the gauge
A0 = 0). Neglecting the polarization of the Dirac vacuum (which does
not depend on nF ), find the change in the energy of the fermionic matter,
i.e. the contribution of the fermions to the static energy as a functional of
A1(x1). Using the expression for the sphaleron energy in the Abelian Higgs
model (see Supplementary Problems for Part II), estimate the critical value
of nF at which non-conservation of the fermion number occurs without
tunneling, i.e. without exponential suppression.
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Appendix
Classical Solutions and
the Functional Integral

One of the most suitable approaches, capable of providing a consistent
interpretation of classical solutions in quantum field theory, is the formalism
of functional integration. Within this formalism the role of classical so-
lutions of the field equations is that they represent non-trivial saddle
points of a functional integral. Integration near saddle points leads to
a semiclassical decomposition of the functional integral, which is usually
legitimate in weakly coupled theories. One example of the use of this
approach is the semiclassical quantization of solitons, which, however,
can also be performed by operator methods. In this Appendix, we shall
consider another class of problems, for whose solution the functional
integration method is indispensable, namely, computation of instanton
effects in quantum field theory. The use of the functional integral in
these cases allows one not only to find the leading semiclassical tunneling
exponential (which was the main subject of our interest in Chapters 11–13),
but also to compute, at least in principle (and sometimes explicitly), the
pre-exponential factor and the subsequent corrections of the semiclassical
decomposition. Furthermore, using the functional integration method, it
is possible to reveal a number of non-trivial properties of the instanton
contributions to the Green’s functions of quantum fields.

In this Appendix, we shall not attempt any form of systematic study.
Our aim is to give an initial idea of semiclassical methods in quantum field
theory, based on the use of classical solutions.
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A.1 Decay of the false vacuum in the
functional integral formalism

In this section we shall consider one of the simplest examples of the use of
the functional integral in problems relating to tunneling in quantum field
theory, namely, the decay of the false vacuum (Callan and Coleman 1977),
discussed in Chapter 12. As before, we shall consider the model of a single
scalar field with a scalar potential, shown in Figure 12.1, in d-dimensional
space–time. The main quantity of interest will be the energy of the false
vacuum with

〈φ〉 = φ−.

Since the false vacuum is unstable, we may expect its energy E(φ−) to
contain an imaginary part, associated with its decay width,

ImE(φ−) = −1
2
Γ(φ−).

We shall not consider gravitational interactions, thus the value of the
real part of the energy, ReE(φ−), is unimportant to us; our purpose
is a semiclassical computation of the width Γ(φ−). We already know,
from Chapter 12, that in a weakly coupled theory the width Γ(φ−) is
exponentially small.

We can write down an expression for the energy of the false vacuum in
the form of a Euclidean functional integral

e−E(φ−)T =
∫

Dφe−S[φ], (A.1)

where

S[φ] =
∫
ddx

[
1
2
(∂µφ)2 + V (φ)

]

is the Euclidean action of the model (the summation over the index µ
here and in what follows is performed with the Euclidean metric gµν =
diag (+1,+1,+1, . . .)), T is normalization time. Since we are interested in
the state with 〈φ〉 = φ−, the fields over which the integration in (A.1) is
performed have the asymptotics

φ(|x| → ∞) = φ−. (A.2)

The semiclassical computation of the integral (A.1) involves finding its
saddle points and taking into account their contributions to the integral.
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The saddle points of the integral (A.1) are extrema of the Euclidean
action S[φ]. They satisfy the classical Euclidean field equation

−∂µ∂µφ+
∂V

∂φ
= 0

and the boundary condition (A.2).
The results of Chapter 12 show that the width Γ(φ−) is determined

by the contribution of a non-trivial saddle point, the bounce (Euclidean
bubble), φB(xµ). Before considering the contribution of this saddle point,
let us consider the contribution of the trivial solution

φ(x) = φ−, (A.3)

which is uniform throughout Euclidean space–time. The action for the
trivial solution is equal to zero; thus, according to the standard rules for
saddle-point integration, the contribution of this point is determined by a
Gaussian integral over the perturbations about it. Writing

φ(x) = φ− + η(x),

we obtain a quadratic action for the fluctuations

S
(0)
2 (η) =

∫ [
1
2
(∂µη)2 +

1
2
V ′′(φ−)η2

]
ddx. (A.4)

The contribution of the saddle point (A.3) to the integral (A.1) is equal to

I0 =
∫

Dηe−S(0)
2 (η) (A.5)

up to corrections, which are small in the weakly coupled theory.
The formal computation of the Gaussian integral (A.5) involves the

following. We shall suppose that Euclidean space–time is a box with a
large but finite volume (on whose boundaries, for example, periodicity
conditions are imposed). Using the fact that the quadratic action (A.4)
can be represented in the form

S
(0)
2 =

∫
ddx

1
2
η[−∂2 + V ′′(φ−)]η,

we introduce orthonormalized eigenfunctions of the corresponding operator,

[−∂2
µ + V ′′(φ−)]ηλ = ληλ. (A.6)

We note that V ′′(φ−) > 0, thus the eigenvalues λ are positive. We
decompose the integration variable η(x) in terms of these eigenfunctions,

η(x) =
∑
λ

aληλ(x). (A.7)
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In terms of the new integration variables aλ, we have for the action

S
(0)
2 =

∑
λ

1
2
λa2

λ,

so that instead of (A.5), we obtain

I0 =
∫ ∏

λ

[
daλ√
2π

]
exp

[
−1

2

∑
λ

λa2
λ

]
(A.8)

(the factor
∏
λ[

1√
2π

] is introduced for convenience and corresponds to the
specific choice of normalization for the integral (A.1), i.e. the choice of an
additive constant in the energy). The expression (A.8) is the product of
Gaussian integrals, and it is equal to

I0 =
∏
λ

λ−1/2. (A.9)

The quantity
∏
λ λ can be interpreted as the determinant of the operator

(−∂2 + V ′′(φ−)), since it is the product of its eigenvalues. Thus,

I0 = [Det (−∂2 + V ′′(φ−))]−1/2, (A.10)

and the contribution of the saddle point φ = φ− to the energy of the false
vacuum equals, up to higher-order perturbative corrections,

E0(φ−) =
1

2T
ln Det [−∂2 + V ′′(φ−)].

This expression is real and, as mentioned earlier, its value is not important
to us.

In the case of a homogeneous external field, a functional determinant of
type (A.10) can be computed without particular difficulty (Coleman and
Weinberg 1973). In a space–time box of size L = T , the eigenfunctions of
the operator (−∂2+V ′′(φ−)) for homogeneous φ are plane waves exp(iknx)
with kµn = 2π

L (n0, n1, n2, n3), where the nµ are integers (to be specific, we
shall consider the case d = 4). Here, the eigenvalues are equal to (k2

n+V ′′),
thus the first quantum correction to the energy density of the homogeneous
field φ (the effective potential) is equal to

∆V (φ) =
∆E(φ)
L3 =

1
2TL3

∑
n

ln[k2
n + V ′′(φ)].

In the limit of large L = T we have

∆V (φ) =
1
2

∫
k2<Λ2

d4k

(2π)4
ln(k2 + V ′′(φ)).
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The integral on the right-hand side diverges, thus, we have introduced the
ultraviolet cut-off Λ. As a result, for the field energy (taking into account
the classical energy V (φ)) in a Gaussian (one-loop) approximation we have,
up to a divergent constant, independent of φ,

V (φ) + ∆V (φ) = V (φ) +
Λ2

32π2V
′′(φ)

− 1
64π2 [V ′′(φ)]2 ln Λ2 +

1
64π2 [V ′′(φ)]2

[
lnV ′′(φ)−1

2

]
.

(A.11)

If V (φ) is a polynomial of degree at most four (renormalizable theory),
then the divergent terms in (A.11) are also polynomials of degree at most
four. These divergences are removed by renormalizing the parameters of
the original potential V (φ), i.e. by standard renormalization of the mass
and the coupling constant. Thus, the renormalized correction to the energy
density of the homogeneous field is equal to

∆V (φ) =
1

64π2 [V ′′(φ)]2 ln
V ′′(φ)
µ2 + P4(φ),

where µ is the renormalization parameter, and P4(φ) is a polynomial of
degree four, whose form depends on the normalization conditions for the
mass and the coupling constant of the theory.

Another saddle point of the integral (A.1) is the bounce solution.
Denoting its contribution to the integral by IB , and the associated
contribution to the energy by EB , we write

e−(E0+EB)T = I0 + IB + . . . = e−E0T + IB + . . . . (A.12)

Here, IB and EB are suppressed by the tunneling exponent; the dots in
(A.12) denote corrections, suppressed by higher orders of the tunneling
exponent (they arise due to the contributions of multiple bounces). To the
first order in the tunneling exponent we have

−e−E0TEBT = IB

or
EB = − 1

T

IB
I0
. (A.13)

To compute the contribution of a bounce to the integral (A.1) we again
proceed in the manner standard for saddle-point computations. Near this
solution we write

φ(x) = φB(x) + η(x),
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and retain terms of up to second-order in η in the action,

S(2) = SB +
∫
ddx

1
2
η[−∂2

µ + V ′′(φB)]η,

where SB is the Euclidean action of the bounce. Consequently, up to
higher-order perturbative corrections

IB = e−SB

∫
Dη exp

[
−1

2

∫
dxη[−∂2

µ + V ′′(φB)]η
]
. (A.14)

The contribution of a bounce is indeed suppressed by the quantity e−SB ,
which agrees with the results of Section 12.2. The pre-exponential factor
is given by a Gaussian integral over perturbations η.

To compute the Gaussian integral in (A.14) we need to consider the
eigenvalue problem

[−∂2
µ + V ′′(φB(x))]ηλ = ληλ, (A.15)

analogous to the problem (A.6). If the eigenvalues λ were positive, we
would have a formula analogous to (A.9) or (A.10). However, in the case
of a bounce there exist zero and even negative eigenvalues λ; thus, further
analysis is required.

Let us begin with a discussion of zero eigenvalues. The occurrence of
zero modes of equation (A.15) is associated with the fact that the center
of the bounce may be located at any point in Euclidean space–time, i.e.
we in fact have a whole family of solutions of the Euclidean field equations
φB(x−x0), parametrized by d parameters xµ0 (we study the contribution of
a spherically symmetric bounce, considered in Chapter 12). By complete
analogy with Section 7.1, this leads to the existence of d zero modes around
the bounce (with center at xµ0 = 0),

ηµ0 = S
−1/2
B ∂µφB(x), µ = 0, . . . , d− 1.

The normalization factor here is chosen such that∫
ddxηµ0 η

ν
0 = δµν ,

as one can see using the virial theorem, obtained according to the
considerations of Section 7.2.

If we were to treat zero modes in the same way as non-zero modes,
then the corresponding integral with respect to

∏
µ da

µ
0 in the expression

of type (A.8) would diverge. For an interpretation of this divergence it is
convenient to move from integration with respect to daµ0 to integration with
respect to the “collective coordinates,” the position of the bounce xµ0 . To
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this end, we shall use a procedure of the Faddeev–Popov type and insert
unity in the original functional integral (A.1):

1 = ∆[φ(x+ x0)]
∫ ∏

ν

dxν0
∏
µ

δ

{∫
ddx∂µφB(x)[φ(x+ x0) − φ−]

}
,

where

∆[φ(x+ x0)] = Detµ,ν

[∫
ddx∂µφB(x)∂νφ(x+ x0)

]
. (A.16)

After interchanging the order of integration with respect to Dφ and
∏
ν dx

ν
0

and replacement of the variable φ(x+ x0) → φ(x), we obtain∫
Dφe−S[φ] (A.17)

=
∫ ∏

ν

dxν0

∫
Dφ∆[φ(x)]

∏
µ

δ

{∫
ddx∂µφB(x)[φ(x) − φ−]

}
e−S[φ].

Since the integrand is now independent of x0, the integral with respect to
ddx0 gives the volume of space–time V T , where V is the volume of (d−1)-
dimensional space. Moreover, thanks to the δ-function in the integral with
respect to Dφ, the only contribution to it comes from a neighborhood of
the bounce with center at the origin. In this neighborhood, we can write

φ(x) = φB(x) +
∑
µ

aµ0η
µ
0 (x) +

∑
λ	=0

aληλ(x). (A.18)

Then the δ-function in (A.17) will be equal to

∏
µ

δ

{∑
ν

(∫
ddx∂µφBη

ν
0

)
aν0

}
= S

−d/2
B

∏
ν

δ(aν0).

Thus, integration with respect to da0, taking into account the measure in
(A.8), leads to the occurrence of a factor ( 1

SB2π )d/2. Finally, for fields of
the form (A.18), expression (A.16) is equal to

∆[φ(x)] = (SB)d.

As a result, for the contribution of the bounce to the energy we have

IB = V T

(
SB
2π

)d/2
e−SB

∫
D′η exp

[
−1

2

∫
dxη[−∂2

µ + V ′′(φB)]η
]
,

where the prime denotes no integration over zero modes.
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In addition to zero eigenvalues, the operator [−∂2
µ+V ′′(φB)] in which we

are interested has a (single) negative eigenvalue. Indeed, this operator is
spherically symmetric (we recall that φB depends only on r = √

xµxµ), and
the zero modes have a non-trivial angular dependence, i.e. non-zero angular
momentum. Clearly, the lowest s-wave state has the least eigenvalue, i.e.
for that state λ < 0. Naively, the existence of a negative eigenvalue λ
points to the divergence of the integral with respect to the corresponding
coefficient a−, ∫

da−√
2π

e−
1
2λ−a2

− = ∞ for λ− < 0.

In fact, one has to view the integral (A.1) as the analytic continuation of
some well-defined quantity. Corresponding considerations were presented
by Callan and Coleman (1977); the result is that a− should be viewed as
a purely imaginary quantity, and also that the factor 1

2 occurs in the final
answer. Thus, we come to the expression

IB =
i

2
V T

(
SB
2π

)d/2
e−SB

∣∣Det′ (−∂2
µ + V ′′(φB))

∣∣−1/2
.

Here, Det′ denotes the determinant (product of the eigenvalues) of the
operator in which the zero eigenvalues are omitted.

Taking into account (A.13), the contribution of the bounce to the energy
of the false vacuum has the form

EB = −iV 1
2

(
SB
2π

)d/2
e−SB

∣∣∣∣∣Det′ (−∂2
µ + V ′′(φB))

Det (−∂2
µ + V ′′(φ−))

∣∣∣∣∣
−1/2

.

First and foremost, this contribution is purely imaginary, i.e. the bounce
actually describes the decay of the false vacuum with width

Γ = 2ImEB = V

(
SB
2π

)d/2
e−SB

∣∣∣∣∣Det′ (−∂2
µ + V ′′(φB))

Det (−∂2
µ + V ′′(φ−))

∣∣∣∣∣
−1/2

. (A.19)

Moreover, this width is proportional to the volume of (d− 1)-dimensional
space. In the limit V → ∞ the value of Γ/V , the probability of decay per
unit time per unit volume is finite. In fact, it is precisely this quantity
that must be finite, since a bubble of a false vacuum may be formed
spontaneously at any point of (d− 1)-dimensional space.

Thus, the functional integration technique allows us to find not only the
main semiclassical exponent, but also the pre-exponential factor for the
probability of decay of the false vacuum per unit spatial volume, per unit
time. The functional determinants in (A.19) can be computed analytically
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only in the simplest models; if necessary, this can be done numerically. In
fact, these determinants are ultraviolet divergent (compare with (A.11)),
however, these divergences are removed by the usual renormalization of the
parameters of the Lagrangian (mass, coupling constant, wave function).

To conclude this section, we note that the method of treating zero modes,
studied in this section, is of a very general nature and, with corresponding
modifications, is applicable in the semiclassical quantization of solitons,
the computation of instanton contributions to the functional integral in
theories with gauge fields, the determination of the probability of sphaleron
transitions at finite temperatures, and in other situations.

A.2 Instanton contributions to the fermion
Green’s functions

In Chapter 17, we saw that instanton transitions lead to anomalous non-
conservation of fermion quantum numbers in a number of four-dimensional
gauge theories. In this section, we discuss how this result can be obtained
in the formalism of functional integration and describe an approach to
computing the corresponding fermion Green’s functions. In addition, we
consider the occurrence of the effective θ-parameter in theories with massive
fermions. The approach to these questions, based on the functional
integral, was historically the first approach (’t Hooft 1976a,b) and is most
appropriate for quantitative analysis.

To be specific, let us consider a four-dimensional model with gauge group
SU(2) and a single Dirac SU(2) fermion doublet. The Euclidean action of
the model has the form

S = SA + Sψ,

where SA is the action of the gauge fields

SA =
∫
d4x

1
4
F aµνF

a
µν + g.f. (A.20)

(we do not include the θ-term in it for the moment), and

Sψ =
∫
d4x(ψ̄γµDµψ +mψ̄ψ) (A.21)

is the fermion part of the action (we shall omit throughout the index E for
Euclidean objects). In (A.20) the component “g.f.” includes a term fixing
the gauge and the action of Faddeev–Popov ghosts. In (A.21), Euclidean
γ-matrices

γµ =
(
0 σµ

σµ† 0

)
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are used (compare with Section 17.2), where

σµ = (1,−iσσσ),
σµ† = (1, iσσσ).

We shall be interested in Euclidean Green’s functions of the type

Gkm(x1, . . . , xk; y1, . . . , ym) = 〈ψ(x1) . . . ψ(xk)ψ̄(y1) . . . ψ̄(ym)〉.
They are given by the functional integral

Gkm =
∫

DADψ̄Dψe−Sψ(x1) . . . ψ̄(ym), (A.22)

where integration over ghost fields is implicit; it is understood that ψ and
ψ̄ are Grassmann integration variables. In particular, for k = m = 0, the
integral (A.22) determines the vacuum energy of the system

e−EvacT =
∫

DADψ̄Dψe−S , (A.23)

and for k = m = 1, it is an exact two-point Green’s function

G11(x, y) = 〈ψ(x)ψ̄(y)〉. (A.24)

In what follows, we shall, to be specific, consider these two cases.
The action SA has a non-trivial saddle point (local minimum), which is

an instanton solution of the Euclidean field equations. The contribution of
its neighborhood to the integral (A.22) will be of primary interest to us.

Let us first consider the case of massless fermions,

m = 0.

In this case, in perturbation theory, chirality is conserved, i.e. vacuum
averages of operators invariant under (global) transformations

ψ → eiαγ
5
ψ, ψ̄ → ψ̄eiαγ

5
(A.25)

are non-zero only. For example, the vacuum average of the operator ψ̄ψ
(convolution with respect to the Lorentz and isotopic indices is understood)
is equal to zero in perturbation theory.

As follows from the results of Chapter 17, chirality ceases to be conserved
when instanton transitions are taken into account. To explain how this
phenomenon arises in the formalism of functional integration, we consider
the instanton contribution to the integral (A.22). Near an instanton
solution, we can write

Aµ = Ainst
µ + aµ,
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so that in a Gaussian approximation we will have

Gkm = e−Sinst

[∫
Daµe−S

(2)
A (aµ)

]
Ginst
km (x1, . . . , ym), (A.26)

where S
(2)
A is the part of the boson action which is quadratic in the

perturbations aµ (including terms fixing the gauge and the action of ghosts;
as before, integration over ghost fields is understood but not explicitly
indicated), and Ginst

km is the integral over fermions in the external instanton
field

Ginst
km =

∫
Dψ̄Dψ exp

[
−
∫
dxψ̄γµDinst

µ ψ

]
ψ(x1) . . . ψ̄(ym), (A.27)

where

Dinst
µ = ∂µ +Ainst

µ .

Integration over the boson fluctuations aµ in (A.26) is performed using
methods essentially analogous to those considered in the previous section,
although there are additional complications associated with the large
number of bosonic zero modes, gauge invariance, etc. This Gaussian
integral was computed explicitly by ’t Hooft (1976b). Here, we shall be
primarily interested in the fermionic integral (A.27) in the instanton field.

It is useful to discuss the computation of an integral of the type (A.27)
in an arbitrary external field Aµ and to consider, for specificity, the cases
k = m = 0 and k = m = 1, i.e. the matrix elements of the unit operator
and of the operator ψ(x)ψ̄(y):

〈1〉A =
∫

Dψ̄Dψ exp
[
−
∫
dxψ̄γµDµψ

]
, (A.28)

〈ψ(x)ψ̄(y)〉A =
∫

Dψ̄Dψ exp
[
−
∫
dxψ̄γµDµψ

]
ψ(x)ψ̄(y). (A.29)

To compute these Gaussian integrals over the Grassmann variables, we
diagonalize the quadratic form in the exponential (analogously to the
bosonic case considered in the previous section). Since the operator γµDµ is
anti-Hermitian, its eigenvalues are purely imaginary, and the eigenfunctions
ψλ satisfy the equation

γµDµψλ = iλψλ.

Let us first suppose that there are no Euclidean fermion zero modes, as
is the case for topologically trivial (and sufficiently weak) external fields.
In other words, we suppose that all the eigenvalues λ are non-zero. From
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the commutation relations for the γ-matrices, it follows that in addition to
the eigenvalue λ, there exists an eigenvalue (−λ), where the corresponding
eigenfunction is equal to

ψ−λ = γ5ψλ.

Let us now decompose the integration variables ψ(x) and ψ̄(x) in terms of
the set ψλ:

ψ(x) =
∑
λ

bλψλ(x), (A.30)

ψ̄(x) =
∑
λ

b̄λψ
†
λ(x), (A.31)

where bλ, b̄λ are Grassmann integration variables. Then the integrals (A.28)
and (A.29) take the form

〈1〉A =
∫ ∏

λ

db̄λdbλ exp

[
−i
∑
λ

λb̄λbλ

]
, (A.32)

〈ψ(x)ψ̄(y)〉A =
∫ ∏

λ

db̄λdbλ exp[−i
∑
λ

λb̄λbλ]

×
∑
λ′,λ′′

bλ′ψλ′ b̄λ′′ψ†λ′′(y). (A.33)

These integrals are computed according to the rules for Grassmann
integration: ∫

db = 0 (A.34)∫
bdb = 1, (A.35)

and are equal to

〈1〉A =
∏
λ

(iλ) = Det(γD),

〈ψ(x)ψ̄(y)〉A =
∑
λ′




∏
λ	=λ′

iλ


ψλ′(x)ψ†λ′(y)




= Det(γD)
∑
λ

ψλ(x)ψ
†
λ(y)

iλ
.

The quantity

GA0 (x, y) =
∑
λ

ψλ(x)ψ
†
λ(y)

iλ
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is a Green’s function of the operator γµDµ. Taking into account (A.30), it
can also be written in the form

GA0 (x, y) =
∑
λ>0

1
iλ

[
ψλ(x)ψ

†
λ(y) − γ5ψλ(x)ψ

†
λ(y)γ

5
]
.

Its chiral invariance (which is evident also from the anti-commutation of
γµDµ and γ5) follows immediately from this representation,

eiαγ
5
GA0 eiαγ

5
= GA0 .

Thus, the matrix element (A.29) in the topologically trivial external field
Aµ also has the property of chiral invariance

〈eiαγ5
ψ(x)ψ̄(y)eiαγ

5〉A = 〈ψ(x)ψ̄(y)〉A.

This result generalizes directly to higher fermion Green’s functions in any
topologically trivial external fields, including the case of strong external
fields, in which there may exist fermion zero modes. We again deduce the
conservation of chirality in conventional perturbation theory.

The situation is fundamentally different in the case of an external
instanton field (in general, of external fields with non-zero topological
number (17.20)). In this case, the operator γµDµ has one left-handed zero
mode, i.e. a unique eigenfunction with λ = 0, having the structure

ψ0 =
(
χ0

0

)
. (A.36)

For the instanton external field, an explicit form for χ0(x) is given by
formula (17.25). This zero mode and its conjugate are involved in the
decompositions (A.30) and (A.31). The first consequence of the existence
of the zero mode is the equality to zero of the integral (A.32). Indeed, for
that integral we have

〈1〉inst =
∫
db0db̄0

∫ ∏
λ	=0

dbλdb̄λ exp


−i

∑
λ	=0

λbλb̄λ


 ,

and the integrals with respect to db0 and db̄0 are equal to zero by virtue of
the property (A.34) of the Grassmann integral. Thus, in the theory with
massless fermions, instantons (and, in general, gauge field configurations
with non-zero topological numbers) do not contribute to the vacuum energy
(A.23).

Unlike the integral (A.28), the integral (A.29) is non-zero in the
instanton background. Here, in the sum in (A.33), only the term with
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λ′ = λ′′ = 0 is significant and, taking into account (A.35), we have

〈ψ(x)ψ̄(y)〉inst =
∫
db̄0db0[b0ψ0(x)][b̄0ψ

†
0(y)]

×
∫ ∏

λ	=0

dbλdb̄λ exp
[
−i
∑

λb̄λbλ

]

= ψ0(x)ψ
†
0(y)Det′(γµDµ), (A.37)

where the prime denotes omission of the zero mode. Because of (A.36),
this matrix element breaks chirality; under the transformation (A.25) we
have

〈ψ(x)ψ̄(y)〉inst → e2iα〈ψ(x)ψ̄(y)〉inst. (A.38)

It follows from the results of Chapter 17 that the given discussion is valid
for any external gauge fields with a unit topological number. Moreover, this
discussion generalizes to arbitrary Green’s functions and arbitrary values
of the topological number Q: in the general case, a sector with topological
number Q contributes to the vacuum averages of operators with chirality
2Q and only to these operators. This is precisely the mechanism for non-
conservation of fermion quantum numbers from the point of view of the
functional integral, and the instanton computation described in this section
provides an efficient technique for finding anomalous Green’s functions in
weakly coupled theories.

The analysis presented here can be generalized to other gauge groups
and/or fermions in other representations. In particular, the number and
structure of the fermion zero modes in the instanton field in QCD and
the electroweak theory are such that the selection rules of Section 17.3 are
satisfied.

Let us now discuss the dependence of physical quantities on the
parameter θ introduced in Section 13.3. Let us first see that this
dependence does not exist in theories with massless fermions. As mentioned
in Section 13.3, the parameter θ can be introduced using an additional term
in the action of the gauge fields; in a Euclidean theory it has the form

Sθ =
iθ

16π2

∫
Tr (Fµν F̃µν)d4x.

Its role is to make the contributions of sectors with topological charge
Q to the functional integral proportional to exp(iQθ). For example, the
instanton contribution to the two-point Green’s function (A.24) is equal to

〈ψ(x)ψ̄(y)〉inst
θ = eiθ〈ψ(x)ψ̄(y)〉inst

θ=0. (A.39)

By virtue of property (A.36) the parameter θ can be eliminated from (A.39),
by redefining the fields according to formula (A.25) with α = −θ/2. This
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chiral rotation eliminates θ from all Green’s functions, which follows, in
the general case, from the previous statement about selection rules. Thus,
the parameter θ is unphysical in theories with massless fermions (and also
in theories of the type of the standard electroweak model).

Let us now consider the model (A.20), (A.21) with massive fermions
and θ �= 0. In this case, the chirality is not conserved even in perturbation
theory, and the instanton contributions to the Green’s function are not
characterized by any special selection rules. The fermion mass term in the
action can be generalized somewhat by replacing the last term in (A.21)
by the expression

Sm =
∫
d4xmψ̄eiβγ

5
ψ. (A.40)

This term in the action has the necessary properties of Hermiticity (in
Minkowski space–time) and Lorentz and gauge invariance. In perturbation
theory the parameter β is unimportant since it can be eliminated by chiral
transformation of the fields (A.25) with α = −β/2. Things are different
when instanton contributions are taken into account.

Let us consider, by way of example, a one-instanton contribution to the
vacuum energy (A.23), and let us for simplicity suppose that the fermion
mass is small. For small m, the mass term (A.40) can be taken into account
perturbatively. To zeroth order in m the instanton contribution to the
vacuum energy is absent, while to first order in m we have, for θ �= 0,

〈1〉inst = meiθ〈ψ̄eiβγ
5
ψ〉inst

θ=0;m=0.

Taking into account (A.37) we have

〈ψ̄eiβγ
5
ψ〉inst

θ=0;m=0 ∼ ψ†0e
iβγ5

ψ0,

and it follows from (A.36) that

〈1〉inst = mei(θ+β)〈ψ̄ψ〉inst,

where the factor 〈ψ̄ψ〉inst does not depend on θ or on β. Thus, the
contribution of the instanton to the vacuum energy depends on θ and β,
but only in the combination

θeff = θ + β.

This result holds for all Green’s functions; the assumption that the fermion
mass is small is also unimportant. In the general case in theories with
massive fermions there is a single parameter θeff (combination of the
parameter θ and the phase of the fermion mass matrix), which is not
important in perturbation theory, but which manifests itself in physical
quantities when instanton contributions are taken into account.
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The possible presence of the effective θ-parameter is particularly
important in quantum chromodynamics, since it leads to a considerable
violation of CP -invariance in strong interactions provided θeff is not too
small. One possible explanation of the experimental fact of the absence
of such CP -violation (Peccei and Quinn 1977) is that the phases of quark
masses are dynamical variables. In other words, the parameter β is in
fact the vacuum expectation value of some scalar field (axion). The scalar
Lagrangian is chosen so that, in the absence of QCD instanton effects, there
is global U(1) symmetry and the vacuum value of β is arbitrary; the axion
in this approximation is a massless Goldstone boson. Instanton effects
of QCD break this U(1) symmetry explicitly, and the axion field takes a
vacuum value corresponding to θeff = 0 (also, the axion acquires a small
mass). This hypothesis, which has not yet been experimentally confirmed,
is of great interest both from the point of view of particle physics and from
the point of view of cosmology.

A.3 Instantons in theories with the Higgs
mechanism. Integration along valleys

We have already mentioned in Section 13.4 that the scale argument of
Section 7.2 rules out the existence of instanton solutions in four-dimensional
theories with the Higgs mechanism. Nevertheless, Euclidean configurations
with non-zero topological number Q and a finite action exist and one can
ask about the contribution of sectors with Q �= 0 to the functional integral.
Here, we present simple considerations (’t Hooft 1976b), which lead quickly
to a legitimate answer in the most interesting case of configurations of small
size with |Q| = 1; a systematic approach to this question was given by
Affleck (1981).

Let us consider, for specificity, a model with gauge group SU(2) and
Higgs field doublet. This was discussed in Sections 6.2 and 13.4; we shall
use the notation introduced there. The Euclidean action of the model has
the form

S =
∫
d4x

[
− 1

2g2 TrF 2
µν + (Dµφ)†Dµφ+ λ

(
φ†φ− 1

2
φ2

0

)2
]
. (A.41)

In the sector with Q = 1, smooth configurations of fields have the following
asymptotics:

Aµ = ω∂µω
−1,

φ = ωφvac, r =
√
xµxµ → ∞, (A.42)
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where

ω = σαnα, φvac =
1√
2

(
0
φ0

)
,

and nα = xα/r is a unit radius vector in four-dimensional Euclidean space–
time.

In pure Yang–Mills theory (without Higgs fields) the action is scale
invariant and its minima in the sector with Q = 1 (instantons) are
characterized by the parameter ρ (size of instantons), which can take
arbitrary values. The action does not depend on ρ, thus ρ emerges as
a collective coordinate, analogous to the instanton position xµ0 , discussed
in Section A.1. To compute the contributions of all instantons to the
functional integral of pure Yang–Mills theory, one has to integrate with
respect to ρ using the techniques described in Section A.1. Loosely
speaking, in the space of all Euclidean field configurations of pure Yang–
Mills theory, the profile of the action is a valley with a flat bottom, with
ρ being the parameter along the valley; this is illustrated schematically in
Figure A.1. Integration along the valley must be carried out exactly, while
in perpendicular directions it is performed in a Gaussian approximation.1

When Higgs fields are included, the Euclidean action begins to depend on
the scale of the configuration. As we now see, for small ρ, the contribution
of the Higgs fields to the Euclidean action is small in comparison with
the contribution of the gauge field. In other words, the valley shown in
Figure A.1 ceases to be flat-bottomed, but remains gently sloping for small
ρ. This situation is shown in Figure A.2. It is clear that, on the one hand,
there is no minimum of the action (it corresponds to the singular limit
ρ → 0), while, on the other hand, integration with respect to ρ must be
carried out as before without using the Gaussian approximation.

For small ρ the action along the valley may be found from the following
considerations. Consider the family of configurations of the form

Aµ(x) =
1
ρ
Bµ

(
x

ρ

)
, φ(x) = φ0f

(
x

ρ

)
,

where Bµ and f do not depend on g and φ0, and depend on ρ through
the combination x/ρ. For such configurations, three contributions to the
action (A.41) are estimated as follows:

SA =
∫
d4x

(
− 1

2g2 TrF 2
µν

)
∝ 1
g2 ,

1Of course, there are other flat directions associated with the instanton position, and
also its orientation in space–time and isotopic space. These directions are not shown in
Figure A.1.
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ρ

SY M

Aµ

Figure A.1.

Sk =
∫
d4x(Dµφ)†Dµφ ∝ ρ2φ2

0,

Sp =
∫
d4xλ

(
φ†φ− 1

2
φ2

0

)2

∝ λρ4φ4
0.

For small ρ, the contribution of Sk is suppressed in comparison with SA by
a factor

g2φ2
0ρ

2 ∼ m2
vρ

2,

while the contribution of Sp is even smaller, being suppressed in comparison
with Sk by a factor

λφ2
0ρ

2 ∼ m2
χρ

2.

We shall consider the case mχ � mv, and shall be interested in
configurations with scales ρ � m−1

v . For the latter,

SA 
 Sk 
 Sp.
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Aµ

SY M

ρ

Figure A.2.

Thus, to compute the action on the valley floor we first have to minimize
SA for fixed ρ. This minimum is nothing other than the instanton

Aµ = Ainst
µ =

r2

r2 + ρ2ω∂µω
−1. (A.43)

The first term in the action then does not depend on ρ and is equal to
SA = 8π2/g2, but the field configuration φ is not yet fixed. To compute
the total action to the first non-trivial order in ρ, one has to find the field
φ, minimizing the contribution of Sk for a given gauge field (A.43). This
leads to the equation

Dinst
µ Dinst

µ φ = 0,

where Dinst
µ = ∂µ + Ainst

µ . A solution of this equation with the boundary
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condition (A.42) is

φ =
r√

r2 + ρ2
ω(�n)

(
0
φ0

)
. (A.44)

Here the value of Sk for the configuration (A.43), (A.44) is equal to π2ρ2φ2
0.

Thus, for the total action along the valley, we have

S =
8π2

g2 + π2φ2
0ρ

2 +
1
g2O(m2

vm
2
χρ

4). (A.45)

As a result, the contribution of configurations with scale ρ � m−1
v to the

functional integral (in the sector with Q = 1) can be written as follows:∫
µ(ρ)dρd4x0 exp

(
−8π2

g2 − π2φ2
0ρ

2
)
. (A.46)

Here, we have explicitly written down the integral with respect to the
position of the instanton, but not the integral with respect to the collective
coordinates associated with the orientations. The dependence of the pre-
exponential (measure µ(ρ)) on ρ arises from the functional determinant
(’t Hooft 1976b); this dependence is not too important2 for small g2.

Since instantons with ρ � m−1
v are suppressed by a factor of

exp(−4π2

g2 ρ
2m2

v) in comparison with small instantons, the studied approach
enables one to find the instanton contribution to the functional integral in
the region of values of ρ of greatest interest for the majority of applications.
At the same time, it does not allow one to systematically find corrections
in ρ and is not suitable for calculating contributions of instantons with
ρ � m−1

v . Moreover, it is not completely satisfactory also from the following
points of view. The fields Aµ and φ are massive in the given model, thus
one might expect them to tend exponentially to the asymptotics (A.42).
Configurations (A.43), (A.44) do not have this property.

These disadvantages are removed in the formalism of constrained
instantons (Affleck 1981). The idea of this formalism is similar to the idea
of the treatment of zero modes (see Section A.1) and involves introducing
into the functional integral a constraint, parametrized by the scale ρ (δ-
function with corresponding determinant of Faddeev–Popov type), in such
a way that the total action has an exact minimum when this constraint
is taken into account. The integration with respect to ρ is performed at
the very end of the computations. In this formalism the minimum of the
constrained action is achieved for field configurations which agree with
(A.43), (A.44) for r � m−1

v (which is the most interesting region), but
tend exponentially to the asymptotics (A.42) as r → ∞. Of course, the
result (A.46) is also obtained (for ρ � m−1

v ) in the constrained instanton
formalism.

2In fact, the appropriate quantity is the value of the running coupling at the scale ρ,
i.e. g2(ρ−1). Precisely, this quantity occurs in the exponential in (A.46).



Appendix 423

A.4 Growing instanton cross sections

In Section 13.4, we saw that the height of the energy barrier between
topologically distinct vacua in four-dimensional non-Abelian gauge theories
with the Higgs mechanism is finite and proportional to Esph ∝ mv/αg,
where mv is the mass of the vector boson, and αg = g2/4π. In the
standard electroweak theory, Esph ∼ 10 TeV. The finiteness of the barrier
height leads to a high rate of transitions between gauge vacua at finite
temperature (see Section 17.4).

It is natural to ask whether transition processes between topologically
distinct vacua can be induced by collisions of particles with energies (in
the center-of-mass frame) of the order of Esph, i.e. whether the exponential
suppression of the probabilities of these processes disappears. In the case
of the electroweak theory, this would imply rapid non-conservation of the
baryon and lepton numbers at energies in principle accessible to future
accelerators.

At the present time, accurate analysis of this problem has only been
performed for the case of relatively low energies (E � Esph). It has
been shown (Ringwald 1990, Espinosa 1990) that instanton cross sections
actually grow rapidly with energy. In this section we briefly discuss the
reason for this interesting phenomenon. At the same time, the question
of the behavior of cross sections at center-of-mass energies E � Esph
remains open, although there are a number of arguments pointing to the
exponential suppression of these cross sections at all energies (Banks et al.
1990, Zakharov 1991, Maggiore and Shifman 1992, Rebbi and Singleton
1996, Kuznetsov and Tinyakov 1997).

Let us consider, for specificity, the model with gauge group SU(2)
and Higgs field doublet, discussed in the previous section, but without
fermions.3 By way of example, we shall study a process in which two
colliding vector bosons with center-of-mass energy E are transformed into
n vector bosons, and at the same time the system moves from one gauge
vacuum to a neighboring one. The topological number Q of the field
configurations responsible for this process must be equal to unity. We
shall consider the case when the energies of both the initial and the final
vector bosons are large in comparison with their mass, i.e.

E

n

 mv. (A.47)

In this case the mass of the vector bosons in the constrained instanton
configuration can be neglected, i.e. formula (A.43) for the instanton field

3We recall that this model may be viewed as a limiting case of the electroweak theory
at sin θW = 0. Fermions of the Standard Model play a minor role in this problem and
we shall consider a purely bosonic theory.
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can be used. To compute the amplitude of the process, we begin with the
(2 + n)-point Euclidean Green’s function

Gn+2(x1, x2, y1, . . . , yn) =
∫

DADφe−S[A]A(x1)A(x2)A(y1) . . . A(yn),

(A.48)
where the spatial and group indices are omitted. We perform the semi-
classical computation of this integral in the sector with Q = 1, assuming
that A(x1) . . . A(yn) is the pre-exponential factor. In other words, we
calculate only the contribution of configurations of the valley floor,
discussed in the previous section. In this approximation, integration with
respect to DADφ is replaced by integration with respect to the collective
coordinates of the valley floor (taking into account the measure arising
from the determinant of the fluctuations); the action here is (A.45) and
the fields A(x1) . . . A(yn) in the pre-exponential are replaced by instanton
fields.4

As a result we have

Ginst
n+2(x1, . . . , yn) (A.49)

=
∫
d4x0

dρ

ρ5 µ(ρ)e−
8π2

g2 −π2ρ2φ2
0Ainst(x1 − x0; ρ) . . . Ainst(yn − x0; ρ).

There is a subtlety here. Asymptotically, as r → ∞, the instanton con-
figuration tends to the purely gauge field (A.42). At the same time, the
fields of vector and Higgs bosons are identified with the fields Aaµ and φ in
the unitary gauge, where

φ =
1√
2

(
0

φ0 + η

)
.

Thus, it is convenient to perform a gauge transformation with gauge
function ω†(x) = σ†αnα over the configuration (A.43), i.e. to bring the
configuration to the unitary gauge. In the unitary gauge,

Aa,inst
µ =

ρ2

r2 + ρ2ω
−1∂µω

or, in components,

Aa,inst
µ =

1
g

2ρ2

r2(r2 + ρ2)
η̄µνaxν . (A.50)

This configuration is singular at r = 0, but this is purely gauge singularity
and should not disturb us. It is precisely the configuration (A.50) that
appears in (A.49) as Ainst.

4In fact, one has to use the constrained instanton configurations mentioned in
Section A.3. This does not alter the result (A.55).
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In (A.49), although not written down explicitly, there is the integration
with respect to instanton orientations. In further estimations, we shall
ignore the fact that an instanton may have different orientations in
space–time and isotopic space. Because of this, we shall not be able to
find the numerical constants in the expression for the cross section. In
fact, integration with respect to instanton orientations is technically very
complex and is performed using methods which go far beyond the scope of
this short review.

We note immediately that the dependence on coordinates in (A.49)
factorizes modulo integration with respect to the instanton position xµ0 ,
guaranteeing the translational invariance of the Green’s function. This
means that, in the approximation used, the corresponding amplitude is
pointlike. Hence it is clear that the instanton contribution to the cross
section will grow with the energy according to a power law.

To obtain the contribution to the amplitude of the process 2 → n in
which we are interested, we move to the momentum representation, i.e.
we find G(k1, k2, p1, . . . , pn) initially for Euclidean momenta. From (A.49)
it is clear that the Green’s function in the momentum representation is
expressed in terms of Fourier transform of the instanton field Ãinst(q; ρ).
Integration with respect to xµ0 in (A.49) leads to a δ-function, ensuring the
four-dimensional momentum conservation, and we obtain

Ginst
n+2(k1, k2, p1, . . . , pn) = δ(k1 + k2 + p1 + . . .+ pn) (A.51)

×
∫
dρµ(ρ)e−

8π2

g2 −π2ρ2φ2
0Ãinst(k1)Ãinst(k2)Ãinst(p1) . . . Ã(pn).

The Fourier transform of the instanton field (A.50) is not difficult to
compute explicitly. The function Ãinst(q) is analytic in q0 and has a pole at
q2 = 0. The Green’s function (A.51) has the same analytic structure in all
its arguments. In fact, the Green’s function (A.51) must have a pole on the
mass shell of the vector bosons, i.e. at k2

1 = k2
2 = p2

1 = . . . = p2
n = −m2

v,
however, we shall consider the case (A.47), in which it is impossible to
distinguish between the points5 q2 = 0 and q2 = −m2

v. Then we can use
the Lehman–Symanzik–Zimmermann formalism, according to which the
amplitude of the process 2 → n is determined by the residue of the Green’s
function Gn+2 on the mass shell with respect to all momenta. From (A.51)
we obtain the instanton contribution to this amplitude in the form

Ainst
2→n(k1,k2,p1, . . . ,pn)

=
∫
dρµ(ρ)e−

8π2

g2 −π2ρ2φ2
0R(k1; ρ) . . . R(pn; ρ), (A.52)

5In the constrained instanton formalism, the configuration Ãinst(q) and the Green’s
function (A.51) have poles at correct value q2 = −m2

v . The residue at the pole for the
constrained instanton, which is important to us, agrees with (A.53) modulo corrections
which are small in the regime (A.47).
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where R(q; ρ) is the residue of the instanton configuration Ãinst(q, ρ) at the
pole q2 = 0. An explicit computation gives

R(q; ρ) =
1
g
ρ2|q|, (A.53)

where, as before, we omit the tensor structure, depending on the instanton
orientation.

For
n 
 1, (A.54)

integration with respect to ρ in (A.52) can be carried out by the saddle-
point method. Taking into account the very weak dependence of the
measure µ on ρ, we obtain

Ainst
2→n = c1e

− 8π2

g2 (n+ 2)!
(
c2
gφ2

0

)n+2

|k1||k2||p1| . . . |pn|, (A.55)

where the constant c1 does not depend on the momenta and depends weakly
on the remaining parameters of the problem, and c2 is a numerical constant.
It is clear that the amplitude (A.55) is actually pointlike; the dependence
on the momenta in it factorizes.

In the regime (A.47), (A.54), it is not difficult to find the behavior of
the instanton cross section

σinst
2→n(E) =

1
k1 · k2

1
n!

∫
dΩn|Ainst

2→n|2 ∼ 1
n!

(
constant ·E2

gφ2
0n

)2n

e−
16π2

g2

(A.56)
from the expression (A.55). Here, dΩn denotes an element of the n-particle
phase space, E is the total energy in the center-of-mass frame. It is clear
that the instanton cross section in fact grows quickly (exponentially) with
the energy (Ringwald 1990, Espinosa 1990). An even more surprising result
is obtained for the total cross section, i.e. the sum of the cross sections
(A.56) over n. The dominant contribution to this sum for large E comes
from the process with number of final particles of the order of

n ∼
(
E4

g2φ4
0

)1/3

.

The cross section itself grows exponentially with energy6,

σinst
tot (E) ∝ exp

[
−16π2

g2 + constant
(
E4

g2φ4
0

)1/3
]
.

6The exponential behavior of the instanton cross section with energy was first
observed by McLerran et al. (1990) for the case of Higgs particles in the final state.
These final states give a small contribution to the total cross section in the energy
region where the given analysis is legitimate.
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These formulae can be written in a more transparent form, by introducing
the notation αg = g2/4π and E0 =

√
6πmv/αg. We note that E0 agrees in

order of magnitude with the sphaleron energy; in the electroweak theory
E0 ≈ 15 TeV (the constant αg in this case is the coupling constant αW ,
corresponding to the group SU(2)). In this notation the total cross section
has the form

σinst
tot (E) ∝ exp

[
4π
αg

(
−1 +

9
8

(
E

E0

)4/3
)]

, (A.57)

where we have included the value of the numerical constant found by
Zakharov (1992), Klebnikov et al. (1990) and Porrati (1990). The char-
acteristic number of final particles and their energies have the following
orders of magnitude

n ∼ 1
αg

(
E

E0

)4/3

, |p| ∼ E

n
∼ mv

(
E

E0

)−1/3

.

The remarkable result (A.57) shows that in the energy region E ∼ E0 the
exponential suppression of the instanton processes weakens. This region is
characterized by a large (of order 1/αg) number of particles, born in the
scattering process, induced by the instanton and having a small momentum
(of order mv).

At the same time, it is clear that the result (A.57) cannot hold
for all energies: an exponentially large cross section would contradict
unitarity. This means that the semiclassical formula (A.49) is not reliable
for computing the instanton amplitude at high energies. Indeed, corrections
to formula (A.57) are also exponential in nature and become significant at
E ∼ E0. In the general case, the instanton cross section has the exponential
form

σinst
tot ∝ exp

[
4π
αg
F

(
E

E0

)]
,

and computations near the instanton enable us to determine the function
F for E � E0 in the form of a power series in (E/E0)2/3. To compute
the exponent in the most interesting region E ≥ E0, we need semiclassical
techniques, which are far beyond the scope of this book. This computation
has not yet been performed, there are only indirect (albeit very serious)
arguments in support of the assertion that F (E/E0) is negative for all
energies.

The last statement, if it is true, eliminates the possibility of searching for
electroweak instanton processes (accompanied by non-conservation of the
baryon and lepton numbers) at accelerators. Nevertheless, there remains a
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possibility that QCD instanton processes may be detected in collisions of
highly energetic particles even at present-day colliders (Balitsky and Braun
1993, Ringwald and Schrempp 1994).
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